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ABSTRACT

Several methodologies relevant to the development of a

safety program for the Korean Air Force were reviewed.

Methodologies considered included:

1) Control charts

2) System safety analysis

3) Critical incident technique.
Data collection methods applicable to accident analysis
were proposed.

Recommendations for the incorporation of these methods

into a safety program for the K.A.F. were developed.

The safety program described in the current thesis

possesses the potential for reducing overall operational
¢ costs and maximizing aircraft availability. The end result
' of such a program can only serve to increase operational
: readiness and thereby maximize overall efficiency and

military capability of the K.A.F.
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I. INTRODUCTION

Safety is generally recognized as an essential part in
overall system operation. According to Lawrence (1976) safety
can be defined as a judgment of the acceptability of risk.
"Safety is the minimization of injury and loss resulting from
nondeliberate acts such as accidents and natural calamities"”
(National Safety Council, 1973).

A function is safe if its risks are judged to be acceptable.
This definition emphasizes the relativity and judgmental
nature of the concept of safety. It also implies that two
very different activities are required for determining how
safe things are:

a. Measuring risk, an objective but probabilistic pursuit,
b. Judging the acceptability of that risk (juding safety),
a matter of personal, social and economic value judgment.
System safety is required to prevent injury and damage

in system design. Hammer (1972) in his Handbook of System

and Product Safety suggests that injury or damage can result

from four fundamental causes or combinations thereof:
a. material failure.
b. human error.
Cc. adverse characteristics of a product.
d. unusual environmental conditions.
Recently, personnel concerned with accident prevention

have become more convinced that injury or damage from any
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of those causes can be prevented or lessened through good
design and planning (Figures 1 and 2). Figure 1 suggests

a model of the material failure/malfunction accident. The
approach to the investigation, analysis, and prevention of
mishaps caused by material failure/malfunction is FIRE
(material failure/malfunction, system inadequacy, and remedial
measure). They are defined as follows:

a. A material failure/malfunction (F) is a component or
system that 1) ceases to operate entirely, 2) operates,
but not as designed or intended, 3) operates as de-
signed, however, operational needs require enhanced
performance. A material failure/malfunction is con-
sidered for analysis only when it is judged to have
caused or contributed to the mishap, not resulted
from the mishap.

b. A system inadequacy (I) is an element of the aviation
system that did not operate as intended or designed.
An I is assigned only when it is judged to have
caused, allowed, or contributed to the occurrence
of an F. More than one I may be assigned to a given
F.

c. A remedial measure (RE) is an action required to correct
or at least reduce the operational impact of an I. The
RE may be directed at any command level for implan-
tation and is not to be restricted by current tech-
nology or budgetary, personnel, and equipment resources.
More than one RE may be recommended for a given I.
Figure 2 presents a functional model of U.S. Army's Air-
craft Accident to the pilot error accident among human errors.
Items 1 through 8 are the basic elements of the aviation sys-
tem. When one or more of these elements is out of tolerance,
an overload (Item 9) is placed on the pilot's system role
(Item 10) in that he must continue to perform his normal tasks
while correcting or adjusting for the abnormal system condi-

tion. When this exceeds the pilot's ability to cope with it

10
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Figure 1. Model of Mishap Caused by Material Failure/
Malfunction (G. Dwight Lindsey and William
R. Brown [1979], Appendix F=3)
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Figure 2. Model of Accident Involving Pilot Error
(Ricketson, 1974)
or occurs at a critical time, he makes errors (Item 1ll) in

his normal tasks and/or in handling the abnormal condition.
Most of these errors slip by without causing an accident
(Item 12). But, when events or circumstances operate un-
favorably, theerror leads to an accident (Item 13).

This approach views pilot error accidents as the result

of the pilot's system role being overloaded by inadequacies

of the pilot, other systems elements, or both. Accidents
describe a point in time to look for system inadequacies.

This model exemplifies an attempt to approach accident causes ‘

S from a "systems" standpoint. Research has indicated that
human error, unlike hardware difficiency, is rarely the sole
. factor in an accident. The applicability of this functional

12
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model is not limited to pilot error accidents. It is a model
that may be used in any evaluation of a man-machine system.
The most commonly designated cause of accidents is human
error. In the past decade, more than 70% of Korean Air Force
aircraft accidents have been attributed to human error
(Aircraft Accident Data of Korean Air Force, 1980). In acci-
dents where material failure is recognized, it is often gquite
possible to continue tearing down the equipment until the pre-
cise portion that failed is isolated and the cause of the
failure, whether it be corrosion, stress, faulty load con-
ceptualization, or other factors, can be determined and rede-
sign proposed. In case of human error, however, the static
statement that a human being failed provides no guidance to
future improvement. The need to reduce human error to its
basic constituents as a means of obtaining insight into the
causes of these failures has resulted in various approaches
to segmenting human behavior for analytical purposes.
According to Florio and Stafford (1969), when the primary

factor of an accident is attributed to human error the acci-
dent cause may be classified into five general areas:

a. Inadequate knowledge.

b. Insufficient skills.

¢. Environmental hazards.

d. Improper habits and attitudes.

e. Unsafe behavior.

Each of these areas are discussed below:

13
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Inadequate knowledge. Knowledge is the foundation for

understanding and the spring-board for the development of
desirable attitudes toward safe behavior. 1Ideally every
individual should learn and appreciate safety rules. Ade-
quate knowledge is vital if a person is to avoid hazardcus
situations and react properly in such a situation. Also,
proper knowledge enables the individual to recognize and
evaluate dangerous situations (i.e., be aware of tolernace

limits of the system).

Insufficient skill. Attempting to perform tasks beyond

one's ability level creates high-risk situations; thus skill
level is an important determinant in accident prevention.

| Skills are affected by many things, such as strength, fatigue,

attitudes, emotion, alcohol, vision, and others.

Environmental hazards. It is unrealistic to think that we

can create a perfectly safe environment. Despite our ina-
bility to control our environment completely, only a small
percentage of accidents are strictly attributed to environ-
mental factors. Good engineering practices with good design
reduce the environmental problems.

Improper habits and attitudes. Every worker should thoroughly

understand the development of attitudes and their possible

modifications.

q Unsafe behavior. Unsafe behavior is the end result of man's
failure to develop proper habits, attitudes, and knowledge

[ concerning safety. Safe behavior entails responding correctly

14




under all circumstances, and avoiding, when possible, high-
risk situations. There is no excuse for purposely engaing in
unsafe behavior.

Accidents are the result of many proximate and casual fac-
tors. These factors, or variables, interact to creat unsafe
acts and unsafe conditions, or both, which can terminate in
an accident causing injury, death, or property damage. An
unsafe act or condition alone, or in some combination, if
occurring at the right time may create an accident.

It is axiomatic that effective prevention must have a
focal point of application. This implies that the probable
cause of future accidents can be predicted. This, in turn,
implies that the causes of past accidents have been determined.

The cost of accidents is high. In the past decade from

1970, the cost of aircraft accidents in the Korean Air Force
approaches $50 million (not including piloes) [Aircraft
Accident Data of Korean Air Force, 1980]. As a country that
has small numbers of aircraft, this represents a tremendous
cost. In the case of the U.S. Navy/Marines, the total acci-
dent cost (Figure 3) is greater than the K.A.F. For ulti-
mate efficiency with maximum operational readiness and minimum
cost, more detailed accident prevention programs must be
followed. Accident prevention is best pursued within the i
framework of a systematic program (Figures 4, 5, 6). '
Figure 4 represents a model of the factors that may be

involved in carrying out a system safety program. Minor

15




(0861 1290300 ‘sSsr9buy 501
*k321005 siIo3joel ueung Y3} jo burissy Tenuuy yIpz)
juapIooy Ijexoxty xolew xad 3s0) abeiaavy autxeW/AaeN °*s°n ‘¢ 2anbrg

&/ 8L L¢ 9L SL YL €L TL 2z 0L 69 89 L9 99 59 b9 €9

904°30€°CS

(suerfjiw) saviIioa




. *X323eg jonpoxd pue
9¢ *d ‘zL6T -y oInBra
wajlsAg jJo xoon©=M: {xouwwey) TopowWw weaboad A3ajes v

— T
{F g B N
®9A1C10) 4 = |, UL
I il
end i
e [err— w | voney sahieur vy
®:001 38 Aousbuiiuor) et pue ﬂ U ey oL J $10100ung rl “~oy 4 T
Buoruem sown
Buns01u0N Il—lrl ~ r — m ~ ~
Aoy snhoue r Buissenbes
s OWOI® Ve ) L wescts || wonts | | uoaenmA sanson onpmiuy bt
Duerwe NP0y $Np0201¢ Hn-yey 1T
Busnioeynuepy Ruuotsy 11 I _ 11
AJqeuieiueyy Q\ | B "eApue sl
toum wowne ) oy || el S oy [ fraane
Bus meuBus umungy P undexe U o L WO MUY Asbunuor) ~ ~
Bus deuibud uBnag Bnapoy mEerm™ 1wnoydo T1 i
SHpNIS BDW) | L — A - suAur -
1 A2)e sasmea) mApue SIBLOTRUCD [ )
o« . WV g}s v.l‘h-o.l sorpocoyg [ 1)
= el =t -y = T I I
1 pere— e wous)
L snhreus wepow pue spow L sy L
[ voneuuam maado.d oon o Someey ~
- awno) I 1] wriey wrrey
sﬂ-ﬂl sApve ﬁIL UIRAKS ] Amungpag ﬁl_
usAs g —_— .y AUSBAG
——y S e - womiom . o o
$2.Npe014 O |81 awy L
nbieeq Suend) ﬁ o
Sj8UNn snove 1 0 .h.n“ﬂ.l( r "y q!a’.!ld _ r 5 I T
o0 X -3
UL N L] . vl!“o-ﬂw ¢ } ousnovs
sun) o003 waung | R
om0 wo sy UOHINON —‘ll v Snowesg
WUU0s 0 SO U
PR > - meaum -
NS st ﬁ. o) ]
PSP 10 Asvie wnsy ' wes0.4
N = - ﬂ.ﬂ“ﬂlno | wuuonny uonen ﬁv
M Suieberv oy
— Amrioe Suimoyy hﬁ _-")" Spn pue .iu H o .‘.Qﬂ
UG D05 onadng o) Awjeg  §
po1ew) jo oo .qu Asmnbey ! s \—
SUrIe L) 1BUUOt 80 90y v
' Qe eaeuny !LE ) MW
s.’.”th.“h.hu - - wedoy -
i Buiymss Austhwo) Jamliay
" Ay ] !gu.l ANod A5 —
. seboueus
ot
N 6180060 vO Wusdeq . .»....-2.8,
SIS DD s wedon

1enwawon) Ayrg




iadiings ading

OPTIMIM LEVEL

Figure 5. An Optimal Level of Safety Performance
(Industrial Engineering, Jan. 1976, p. 20)
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s Accident Data

DEONCERT IDENTIFICATION
EVELOPHENT @mm{ _ OF SAFETY ]
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eSystem Revision j
1
SAFETY 0l
BV o P RECOMMENDATIONS

Figure ‘6. Safety Improvement Flow Chart
(Industrial Engineering, March
1974, p. 9)
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differences will exist in actual practice because of the
different organizational structures. However, the model
indicates broadly the process that takes place.

A safety program, regardless of its characteristics or
goal, does cost money and require time. It is generally

accepted that as the level of safety performance increases,

the better will be the chances for reducing hazards, and
consequently, the frequency as well as severity of accidents.
Beyond a certain performance level, however, the expected
reduction in hazards starts to taper off and will not be of
appreciative magnitude to offset the cost associated with
high levels of safety activities. This is explained well

in Figure 5.

Figure 6 as presented in the overall safety improvement

effort through the accidents reduction approach, includes the
following basic steps.
a. Field data assembly.
In this step operating data are gathered on the system
to be analyzed to: acquaint the analyst with system opera-
ting methods, procedures and equipment; and obtain operating
data in the form of methods and time data for system operations.

In addition, accident data are gathered to provide a basis

for identifying accident problem areas and determining poten-
tial accident cost savings.

b. System definition.

Flow charting. Functional flow charts should be developed

to define the system. The charts serve as a guide for project

20
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members, put them on the same level of thinking, and allow

standard methods and procedure references that all understand.

The charts should have a numbering system by function
to permit coding of accident data. The codes allow quick
reference to what work function was being performed when an
accident occurred, and are a means for computerized accident
information storage and retrieval.

Accident data. All accident data gathered are defined/

coded by work function and hazards or causes assigned to
accidents. Hazards definition is needed to indicate equip-
ment and system shortcomings with regard to safety.

c. Identifying problem areas.

Once hazards and safe data have been gathered, they
must then be examined for safety problem areas. The problem
areas should be defined so that concepts may be readily
developed.

d. Concept development.

Once safety problems have been defined, the next step
is to develop concepts that will eliminate or protect against
hazards and, as a result, reduce accidents.

e. Safety evaluation.

The effects on safety are determined by using the hazards

exposure data and estimating the reduction in hazards exposure

for all functions attributable to a new concept. The hazards
exposure reduction is an engineering estimate made by com-
paring current machines/systems with those proposed, and

noting by work function where hazards exposures have been

21
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increased or decreased and by how much. The reduction ex-
pected in accidents is proportional to the reduction in the
hazard exposuré.

f. Recommendations.

The last step is to consider evaluation results for con-
cepts and alternatives and make a decision for further study,
or choose the most attractive alternatives for design
development.

There are certain fundamental concepts and methods that,
if properly applied, can increase the probability of success.
Accident prevention is a composite of many related functions,
each of which must be given proper weight to assure a balanced
and productive program. It may be considered a closed-loop
system (Figure 7) comprising many feedback loops in which
information is collected by the responsible agency, is appro-
priately processed, is systematically analyzed, and then is
disseminated to those in a position to make use of the infor-
mation. The results of this dissemination are reevaluated in
the light of future accidents.

To put safety in its proper perspective, it must be first
realized that safety and efficiency are products of each
other. That is, the safe establishment is efficient. With
this in mind, safety then becomes a management problem and
not just the concern of the foreman or the supervisor.

Petersen (1978) suggests five basic principles of a safety

management program. These are:

22




FIX PREACCIDENT PLAN
RECOMMENDATIONS ACCIDENT
DISSEMINATE INVESTIGATE
ANALYZE REPORT |

CLOSED LOCP FEEDBACK SYSTEM

Figure 7. Organizational Approach to Safety
(Zeller, 1978)

' a. An unsafe act, an unsafe condition, and an accident
are all symptoms of failure in the management system.
b. Certain circumstances are predictive of severity of
accidents.
c. Safety should be managed like any other operational

Qi function.

d. An effective safety program will provide establishment
of responsibility and accountability.

e. The function of safety is to locate and define the
operational errors that allow accidents to occur.
This function can be carried out in two ways: 1) by
asking why accidents happen-~-searching for their root
causes--and 2) by asking whether certain known effec-

tive controls are being utilized.

23




Now ccmes the problem of safety measurement. W. Tarrants
(1979) discussed this problem as the problem that has existed
since the very beginning of organized attempts to control
accidents and their consequences. In its most elementary
form, measurement has been defined as "the process of assign-
ing numerals to objects according to rules" (Stevens, 1951).
When we apply this definition in the safety field, we are
quickly confronted with problems concerning what "objects" to
measure and what "rules" to follow.

The progress and maturity of a science or technology are
often judged by whatever success has been achieved in the use
of measures. Measurement, perhaps more than any other single
aspect, has been the principle stimulus of progress in all
professional fields. Measurement is the backbone of any
scientific approach to problem definition and solution. With-
out adequate measurement in the safety field we can not des-
cribe the safety state of our operations or determine whether
or not our safety programs are really accomplishing anything.
Sound measurement is an absolute prerequisite for control and
both are necessary for prediction.

The present thesis effort will 1) perform a literature

survey of the techniques to measure safety which are applica-

ble to measurement of flight safety, 2) emphasize the importance

of accident data collection for analyzing them, 3) refer to
K.A.P. accident data currently collected whether they are

applicable or not to measure flight safety, and finally

24




4) suggest methodology to collect data for applying each

technique.
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II. LITERATURE SURVEY

It has become apparent that there are many problems asso-
ciated with defining a universal criterion for safety measure-
ment and assessment. One of the chief concerns with the
conventional standards is the emphasis on accident data.

Many now recognize that this is more a reaction to existing
problems than action toward prevention or control of future
problems. Although experience can be a valuable teacher,
accident experience points to needless loss, and too often
doesn't give sufficient information for prevention.

Personal values present another problem in safety measure-
ment and assessment. Safety attitudes are strongly dependent
on the personal values of workers, line management, and
corporate management; effective safety measurement techniques
must be capable of addressing this behavioral aspect.

Applying statistical methods to the population of events
related to accidents is another problem area. Predictions
based on statistical analyses of accident data have been
described as unreliable due to the combination of variables,
rare events and small sample sizes. Often, attempts are
made to by-pass this obstacle by combining nonsimilar events
into a larger population universe.

Among the methods used for safety measurement are included
statistical quality control techniques, system safety analysis

techniques, critical incident technique, learning curve,

26




frequency and severity rate, safety sampling, double average
comparison technique. Here the author will describe the

methods which are applicable to flight safety measurement.

A. CONTROL CHARTS

Greenberg (1971) suggests that the techniques of statis-
tical quality control are ready-made tools for safety analy-
sis because the safety professional has common problems with
the quality inspector: both would like to be everywhere
simultaneously to detect changes; and both have to apply some
practical, effective approaches to their problems. Control
charts‘are used for this purpose. According to Brown (1976),
a control chart is a visual means by which an analyst judges
whether a process is in control or not. The measurement
plotted on the chart are those of any random variable. Hence

the frequency and severity of accidents, as well as any other

intermediate indicator of hazards, could be plotted. Judgments

based upon these plots determine if the process is in control
with respect to the random variable under consideration.
Figure 8 shows the typical layout of a control chart.
The units of the random variable are given on the vertical
scale, indicating that the height of the plotted point repre-
sents the value of the random variable for the indicated
time period. The time scale, given by horizontal line
shows when the value occurred.
Measurement of central tendency and spread define the

expected concentration and range of the variable. Thus, if
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the variable behaves in a nonrandom way, we can conclude that
an outside influence is affecting the random variable. The
common way of identifying when this occurs is through the

use of an upper and a lower control limit. These are generally
placed at equal distances above and below the mean line.

The measured values as they are recorded in time are
plotted as indicated in Figure 8. A point falling above or
below the control limits, respectively, is indicative of an
out-of~-control situation, and assignable causes are generally
scught. There are other indications of out-of-control situa-
tions, also. However, prior to discussing these, the means
for obtaining the control limits will be given.

The procedures for setting control limits are essentially
the same as those for setting the acceptance limits in a test
of hypothesis. The first step involves the establishment of
significance level a, that is, the probability of concluding
that the process is out of control when in fact it is in con-
trol. If methods of identifying causes are expensive and
the variable is not critical, a low probability can be tolerated.
However, if an early indication of lack of control is necessary,
then a high probability of this error should be specified.

Once the value of a is determined, the next guestion involves
the definition of control. Quite often the state "out of con-
trol" occurs in one direction only, that is, upper control
limit would be required as it would in most cases of pollution
measurements (Figure 9). Other monitoring of processes would

require both an upper and a lower control limit.
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Figure 9. Sample of a Safety Control Chart Used in
Statistics Approach to Safety Evaluation
(Industrial Engineering, Dec. 1975, p. 20)

In either case, the value of a chosen will represent the
total area of probability in the out-of-control portion of
the chart. The upper and lower control limits are obtained
depending upon the random variable, its distribution, and
the value of o chosen.

Brown (1976) suggests in the following example that the
frequency of accidents of a plant has a normal distribution

with a mean of 6 and a standard deviation of 1.5. Frequencies
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for the first 6 months have been 4, 7, 5, 12, 8, and 6. Set
up a monthly control chart for frequency. Allow for a .05
probability of calling a point out of control when it is not.
In this example "out of control" is strictly in terms of
an upper limit. However, the analyst chooses to set up a
lower limit to provide possible evidence of a lowering of the
accident frequency. Thus the .05 probability will be divided,
.025 above the upper limit and .025 below the lower limit.

The upper limit becomes

U.L = X + Z.025 Oy
= 6 + 1,96(1.5) = 8.94
and the lower limit is
L.L. = X -~ z.025 Oy
= 6 - 1,96(1.5) = 3.06
where
z = ZXZE (which "standardizes" any normally

distributed random variable)

- ? Xy
X = -—
i=1
o, = oI = Vi -0H/m1 = Elx-up?
M, = E[X]
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The control chart is given in Figure 10.

The fourth month

was obviously out of control, and assignable causes should be
In this example the assumption of normality should

be tested since it does not hold generally.
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Figure 10.

! variable is maintained.

analyst to make judgments not otherwise discernible.

ing hypothesis testing on a continuous basis.

Control Chart for Example Described in
Text (Brown, 1976, p. 231)

The construction of the chart is simply a matter of apply-

The primary

advantage is that continuous visual perception of the random

This continuous picture enables the

This

is not limited to the upper and lower control limits demon-~

strated above.

Other factors that the analyst can use as

indicators of abnormal operational behavior include:

-
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a. Several points (four or more) in a row on one side
of the mean line. The probability of four consecutive points
on one side is approximately .54, or .0625.

b. Identifiable cycles. Here two or three years of history
may be required to identify a given month or other period
of time when the operation acts in an irregular manner.

¢. Several points in a row, either monotonically increasing
or decreasing away from the mean line. The probability of
this type of trend is difficult to establish. However, since
these points are all on one side of the mean line, the proba-
bility will be considerably less than .Sn, where n is the
number of points exhibiting this characteristic.

In quality-control situations, 30 control limits are
generally used, based on the 1-in-1000 value of o under the
normal distribution assumption. The 20 and lo lines may also
be set up, however, to help the analyst identify other out-
of-control indicators. For example, two points in a row
outside of 20 limits would have an approximate probability

of (.025)% = .000625, which is about the same as the probability

of one point outside 3¢ limits, assuming normality. Although
control charts for safety applications should not be restricted
to the a = .001 value, the concept of intermediate lines to

identify irregularities is a good one.

B. SYSTEMS SAFETY ANALYSIS
To understand the systems safety analysis we should first

have a clear picture of what a system is. Worick (1975)
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defines a system as an orderly arrangement of components which
are interrelated and which act and interact to perform some
task or function in a particular environment. The main points
to keep in mind are that a system is defined in terms of a
task or function, and that the components of a system are
interrelated, that is, each part affects the others. The
task or function which a system performs may be simple or
complex. Sometimes it is convenient to break up a complex
task into simpler tasks and consider subsystems of the larger
system. Subsystems consist of part of the components of the
overall system and perform a portion of the overall task
(Figure 11). The components of a system can cover a wide
range including machines, tools, material, environmental fac-
tors, people, documents (such as operating instructions,
training manuals, or computer programs), and so on. As part
of a system, the components usually complement each other
but it is essential to recognize that a failure or malfunction
of any component can affect the other components and thus
degrade the performance of the task.
The sequential steps required in all system analyses

(Figure 12) are:

a. Recognition that a problem exists and that the solution
may be amenable to systems analysis techniques.

b. Definition of that problem in an appropriate form,
including a definition of objectives, requirements, and con-
straints of times, resources, operational environment, social

acceptability, etc.
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c. Definition of system itselft in terms of its hierarchi-
cal level, boundaries, interfaces, environments, functions,
and constituent subsystems and their interactions, usually
expressed in input/throughput/output terms. This iterative
process begins with gross approximations and works toward
minute preciseness, involving test and modification of the
original concept. The result should be a conceptual model
amenable to quantitative analysis.

d. Definition of performance criteria for the system as
a whole, for the various levels of organization, and for the
combination of its constituents.

e. Definition of alternative configurations and their
evaluation in terms of costs, effectiveness, state of develop-
ment, environmental constraints, etc.

f. Presentation of alternatives and tradeoff results
to the user. A number of choices should be presented in
order of preference.

g. Performance of ongoing, iterative engineering and human
factors analyses during systems development.

h. Analyses of operational systems to gether basic per-
formance data.

The importance of these preliminary steps cannot be over-
emphasized. As in any research, the analyst himself may
introduce bias in the form of poor problem formulation, not
understanding the system, or in not understanding the true

role of analysis. 1In some cases, it may not be known until

the system is complete whether the problem was defined correctly.
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There are several methods which are used for the systems
analysis techniques, but the author will describe here the
fault tree and cost-effective analysis.

1. Fault Tree Analysis

Fault Tree Analysis (FTA) was developed mainly by
engineers who studied engineering systems in great detail,
with little or no contribution by mathematicians. A possible
explanation given by R.E. Barlow (1975), J.B. Fussell (1975)
and N.D. Singpurwalla (1975) is the fact that the construc-
tion of the fault tree, a basic step in fault tree analysis,
requires an intimate knowledge of the manner in which a sys-
tem is desiqnea and operated. The mathematician's lack of
familiarity with the operation of systems, and perhaps their
preoccupation with mathematically well-defined problems, has
deterred their interest in fault tree analysis.

Brown (1976) developed Fault Tree and cost/benefit analy-
sis for choosing optimal safety alternatives. Brown shows
how negative utility amounts can be assigned to all possible
head events and the relevant possibilities multiplied by the
negative utilities. The results, which are expected negative
utility amounts, are called "measures of criticality".

Reductions in negative expected utility or criticality
are considered to be quantitative expressions of benefits or
effectiveness, and these are then related to costs to find
the optimal combination of safety alternatives for the deci-

sion maker's cost-benefit trade-off function.
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Using Brown's methodeclogy the safety manager should
first utilize the fault-tree analysis technique as a logical
approach to identify the areas in a system that are most
critical to safe operation.

According to R.E. Barlow (1975) and H.E. Lambert
(1975), FTA is one of the principle methods of systems safety
analysis. FTA evolved in the aerospace industry in the early
1960's. It was the result of a contract between the Air Force
Ballistics Systems Division and Bell Telephone Laboratories
for the study of inadvertent launch in the Minuteman ICBM
(Delong, 1970). After initial work at Bell Telephone Labora-
tories, development of fault tree continued at the Boeing
Company, where scientists devoted much effort to develop its
procedures farther and became its foremost proponents. The
principle of Boolean algebra (Appendix A) is applied for FTA.

Rogers (1971) has referred to the following six steps
that were used in applying the technique to the Minuteman
Program:

1. Define the undesired event.
2. Acquire complete understanding of the system.
3. Construct the fault tree diagram.
4, Collect quantitative data.
5. Evaluate fault tree probability.
6. Analyze computer results.
Undesired events requiring FTA are identified either

by inductive analysis, such as a preliminary hazard analysis,
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or by intuition. These events are usually undesired system
states that can occur as a result of subsystem functional
faults.

FTA is a detailed deductive analysis that usually
requires considerable system information. It can be a valua-
ble design tool. It can identify potential accidents in a
system design and can help to eliminate costly design changes
and retrofits. FTA can also be a diagnostic tool. It can
predict the most likely causes of system failure in the event
of a system breakdown.

A major difficulty with quantitative fault tree
evaluation is the lack of pertinent failure rate data. Even
in cases where the data are goodk it is not clear that we can
justify one system environment, data that were obtained in a
different system environment. Nevertheless, gquantitative
evaluations are particularly valuable for comparing systems
designs that have similar components. The results are not as
sensitive to failure rate data as in an absolute determina-
tion of the system failure probability.

The goal of fault tree construction is to model the
system conditions that can result in the undesired event.

One of the advantages of manual fault tree construction is
that it forces the analyst to understand the system thoroughly.
Before the construction of a fault tree can proceed, the
analyst must acquire a thorough understanding of the system.

In fact, a system description should be part of the analysis
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documentation. The analyst must carefully define the un-
desired event under consideration, called the 'top or head
event'.

a. Event Description

A fault tree is a model that graphically and

logically represents the various combinations of possible
events, both fault and normal, occurring in a system that
leads to the top event. The term, event, denotes a dynamic
change of state that occurs to a system element. System ele-
ments include hardware, software, human and environmental
factors.

b. Event Symbols

The symbols shown in Figure 13 represent specific

types of fault and normal events in FTA. The rectangle defines

an event that is the output of a logic gate and is dependent
on the type of logic gate and the inputs to the gate. The
circle defines a basic inherent failure of a system element
when operated within its design specifications. It is there-
fore a primary failure, and is also referred to as a generic
failure. The diamond represents a failure, other than a pri-
mary failure that is purposely not developed further. The
switch event represents an event that is expected to occur

or to never occur because of design and normal conditions,
such as a phase change in a system. The conditional input
may be applied to any gate and describes a condition which

must be present to produce the output. For example, an
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Event Symbols Used in Fault Tree Analysis
(Brown, D.B. [1976], p. 158 and Rodgers,

WOP.

(1971], p. 41)
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order sequence of the inputs to an AND GATE may be described
as a condition input. The triangles are used as transfer
symbols. A line from the apex indicates a transfer in, and
a line from the side shows a transfer out.
c. Logic Gates

The fundamental logic gates for fault tree con-
struction are the OR and the AND gates. The OR gate des-
cribes a situation where the output event will exist if one
or more of the input events exist. The END gate describes
the logical operation that requires the coexistence of all
input events to produce the output event. the INHIBIT GATE
describes the relationship between one fault and another.
The input event causes the output event if the indicated con-
dition is satisfied. If the condition involves a specific
failure mode, it is represented by an oval. It is shown in
a rectangle if the condition described is one that may exist
anytime during the life of the system. The symbols for the
logic gates are shown in Figure 14.

d. Construction Methodology

The fault tree is so structured that the sequences
of events that lead to the undesired ev:nts are shown below
the top event and are logically related to the undesired
event by logical gates. The input events to each logic gate
that are also outputs of other logic gates at a lower level
are shown as rectangles. These events are developed further

until the sequences of events lead to basic causes of interest,
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called "basic events". The basic events appear as circles
and diamonds on the bottom of the fault tree and represent
the limit of resolution of the fault tree. The structuring
process is used to develop fault tree flows in a fault tree
(Figure 15) when a system is examined on a functional basis,
that is, when failures of system elements are considered.
At this level, schematics, piping diagrams, process flow
sheets, etc., are examined for cause and effect types of
relationships to determine the subsystem and component fault
states that can contribute to the occurrence of the undesired
event.
e, Purpose of Fault Tree Construction

The fault tree, once constructed, serves as an
aid in determining the possible causes of an accident. When
properly used, the fault tree often leads to discovery of
failure combinations which otherwise might not have been
recognized as causes of the event being analyzed. The fault
tree can be used as a visual tool in communicating and supporting
decisions based on the analysis, such as determining the ade-
guacy of a system design. The fault tree provides a convenient
and efficient format helpful for either qualitative or quanti-
tative evaluation of the fault tree, such as determination
of the probability of the occurrence of the top event.

f. Evaluation of the Fault Tree
An objective of fault tree evaluation is to deter-

mine if there is an acceptable level of safety in the proposed

45




r
| Segnents of °?l:_§:9'
analysis development i
Top ;
undesired }
svent !
t
|
— ' Top
{47 { — ' structure
{ lundesired )
{subevents :
S i
[System #
(phases )
Major
N system
} Tevels
!Fault
}f1ows
T
! |
I !
|
i
[ } |
4
| — Component i
'fault ;
states
* 1
{
<AND qate? <0R qate? i
Subsystem
and detailed
hardware flow
) .
- i
4The output of an AND gate occurs éSec?ndary
only 1f all the i1nputs exist. faflures k
®The output of an OR gate occurs 1f any of the lln:ibitd
1nputs exist. Jate !
COut-of-tolerance farlure of a system olement -~
failyre due to excessive operational or environmental

stress.

4an innibit gate 1s a special case of the
AND jate. The oval indicates a conditional event

Figure 15. Levels of Fault Tree Development (Barlow,
R.E. and Lambert, H.E. [1975], p. 1l6)

46




system design, i.e., will the proposed design suitably mini-
mize the probability of the occurrence of the top event.
If the system design is found inadequate, then the design is
upgraded by first identifying critical events (such as com-
ponent failures) that significantly contribute to the top
event., Cost constraints, contractual requirements, and other
factors limit the design changes that can be made. Therefore,
trade-off studies are necessary to determine what changes will
be incorporated to reduce the effect of the critical events.
When all design changes are made, the fault tree is re-
evaluated to determine if the revised design provides an
acceptable level of safety and/or reliability.

According to Brown (1976) the purpose of developing

a fault tree and quantifying it is to effectively allocate

the safety budget. To do this, the various alternative safety
investments are considered in light éf their effect upon the
fault tree and the resulting head event. A measure of cost/
benefit is then determined for use in decision making. Before
completing the presentation of Brown's methodology some ter-
minology as given by Brown will be introduced.

g. Cost

Cost is defined as the dollar outlay to pay for
the incorporation of a device, method, procedure and so on
(henceforth called a countermeasure) into the industrial sys-

tem for a given unit period of exposure. Thus the cost of

devices that must be periodically recharged and/or replaced

is based on average costs for a given unit (e.g., a million
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man~hours (mmh) exposure period). Permanent fixtures, such
as machine guards, can be prorated on the basis of the life
of the machine. The cost of educational programs can be
prorated, based upon their frequency. All countermeasures
must, for comparison purposes, have a common denominator.
h. Benefit

Benefit is the negative utility reduction.
Measure of benefit is the expected negative utility. There
is a negative utility (or cost in terms of dollars and personal
well-being) associated with accidents. This negative utility
depends upon the severity of the accident.

The expected negative utility of the head event

if it occurs can now be calculated by the following:

N
E = ] P

iU'
i=1 *
where:

Pi = the probability of occurrence of the ith
severity c¢lass given that the head event
occurs,

N = the number of severity classes,

U, = the negative utility associated with the

ith gseverity class.

An alternative method for calculating E would be
more appropriate if the values of negative utility from a
large number of past occurrences of the head event were

measured directly. Thus the expected negative utility
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associated with the head event would be obtained from the

arithmetic mean of these measurements:

Both equations above are equivalent under the
conditions that there are n severity classes (N = n) and that
the probability of each severity class is equivalent (Pi = %).
This occurs when each accident is considered as a unique
situation.

i. Cost/Benefit

This term is a vague term used in describing a

variety of applications. Here it is defined as the dollars

spent per negative utility reduction.

j. Criticality
A system is defined as critical if there is any
failure that will degrade the system beyond acceptable limits
and create a safety hazard. An absolute measure of criticality

associated with the head event can be obtained as

where:

E C = the expected negative utility associated with
the head event in the given time or production L
unit.

P = the head event probability (in occurrence/mmh) .

E = the expected negative utility (in dollars/
occurrence or workday/occurrence etc.).
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k. Determination of Head-Event Probability

The value of P can be obtained assuming that a

proper unit of time or production has been determined to

] adequately define one trial.

Ny

u

where:

2
I

h the number of occurrences of the head event
in the trials given by the chosen time or
production unit.

An alternative way to determine P is by using the
fault tree end branch probabilities. This is necessary if
the effect of alternative countermeasures is to be determined.

In the OR situation, any of the events will cause

R,

-

the subsequent event to occur and, therefore, assuming inde-
pendence, the probability of occurrence of the subsequent

event is given by

(1 - qi)

)
]
'_l
1
UE=Re

where:

th

the probability of the i causal event.

Vo]
]

the number of parallel branches.

o
L]

In the AND situation, all the events must occur

for the subsequent event to occur and, therefore, assuming
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independence, the probability of occurrence of the subsequent

event is given by

Through a reiterative process the probability of
the head event can be determined from a knowledge of the
probabilities of the branch events. This is the value of P
which was given in the equation C = PE. A system modifica-
tion will produce a change in this value of expected negative
utility, thus providing the measure of benefit.

Brown (1976) gives various examples to demonstrate
the entire procedure,.

2. Example

Figure 16 is an example fault tree for developing
the head event "Chip in Eye (Grinding)". This particular fault
tree is to analyze the specific type of eye injury that might
be caused by the grinding operation. Those who might have
this accident fall into two mutually exclusive and all-
encompassing categories: (1) operators and (2) nonoperators.
Further, assume that the accident will not occur if adequate
eye protection is worn. Therefore, the two events shown illus-
trate the first breakdown. The event "Operator Fails to Wear
Safety Glasses" has an abbreviated label which, if spelled out
in detail, would read "Operator Fails to Wear Safety Glasses

and Is Injured by Chip in Eye.”
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I Figure 16. Fault Tree Illustrated




The AND relationship asks the question: "What must
happen?" not "What could happen?" Four things must occur in
order for the nonoperator to be injured in this way. These
four are listed appropriately under the AND gate.

The event "Motive to Go into Area" analyzed into the
specific reasons. This eventis used under OR gate here.

In Figure 17 the probabilities of occurrence are given
for the end branch events for any million-man-hour period.
Suppose that records show that in the past there have been
10 accidents of this type, of which 7 were First Aid, 2 were
Temporary Total (man had to leave job), and one resulted in
a Permanent Partial (caused permanent eye damage). An example

of negativue utility schedule is given in Table I.

Table I

An Example of Negative Utility

Severity Negative
Classification Severity Utility
1 First aid 20
2 Temporary Total 345
3 Permanent Partial 2,500
4 Permanent Total 21,000
(including fatalities)

*

The value of negative utility need not be a dollar figure
if other intangibles, such as social costs, are to be
considered. For this example, however, First Aid was

a dollar value per case estimated. All other figures

are average costs per case given by the National

Safety Council, 'Accident Facts', 1971.
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The expected negative utility of this accident is:

E = .7(20) + .2(345) + .1(2500) = 333

The probability of the OR gate given last:

P = 1-1(1-0.05)(1~-.5)(1-.01) = 1 - .8935

.1065
; The probability of the AND gate is:
! P = (.8)(.1065) (1) (.5) = .0426

A

The probability of the head event is:

)
1

1 - (1~-.01)(1-.0426) = 1 - (.99)(.9574)

.0522

This is the probability of occurrence of the head event, in
any million manhours of exposure.

The criticality associated with the head event is:

C = P .«-E = (.0522)(333) = 17.38

This example will be pursued a bit further to deter-

mine how modifications on the fault tree are handled. 1If

g money is spent to improve the safety of this system, one or
more of the basic event probabilities in the fault tree should
be reduced or else the expected severity should be reduced.

F If not, either the expenditure should not be made, or else

the fault tree is incorrect. A reduction in the basic event
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probabilities will always reduce the probability of the head
event, P, and therefore it will also reduce the criticality,
C, of the event. The amount by which the criticality is
reduced will provide a measure of benefit for the change that
was made. Hence a measure of benefit can be estimated for any
safety investment.

Consider three proposed countermeasures to reduce the
probability of the head event "Grinding Chip in Eye" originally
presented in Figure 16. Assume the three alternatives were

given as in Table 1II.

Table II

Three Proposed Countermeasures and Associated Cost

Alternative Description Prorated Effect
Cost/mmh
1 Ensure that opera- $25 Reduce proba-
tor stops opera- bility of
tion whenever event G to
anyone enters arei .05
2 Move storage $15 Reduce proba-
area away from bility events
grinding area H and I to
zero
3 Both 1 and 2 $30 Same effects
as both 1
and 2

Let's calculate the probability of head event, criticality,

savings, and cost/benefit.
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Alternative 1

P = 1 - (1-0.01)Q1 ~(0.85(.1065)(l.0)(0.05)

]

1 -0.9858 = 0.0142

C = P - E = (0.0142)(333) = 4.73

Savings = 17.38 - 4.73 = 12,65

Cost/Benefit = 25/12.65 = 1.98

Alternative 2

P = 1 - (1L-0.01)(1~(0.8) (L~ (1-0)(1-0){1-0.01))(1.0)(0.5))
= 1 -0.986 = 0.014

C = (0.014)(333) = 4.66

savings = 17.38 - 4,66 = 12.72

Cost/Benefit = 15/12.72 = 1.18

Alternative 3

P = 1 - (1-0.01)(L~-(0.8)(1~-(1~0)(1-0)(1~0.01))(1.0)(0.03))

]

1 ~0.9896 = 0.0104

(@]
%

(0.0104) (333) = 3.46

Savings = 17.38 - 3.46 = 13.92

Cost/Benefit = 30/13.92 = 2.16.
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Summary for alternatives are shown in Table III.

Table III

Three Alternative Cost/Benefit Analyses

Alternative| Cost| Original New Benefit | Cost/Benefit
Criticality| Criticality
1 $25 17.38 4.73 12.65 1.98
2 $15 17.38 4.66 12.72 1.18
3 $30 17.38 3.46 13.92 2.16

The best investment is the one with the lowest cost/
benefit figure. Alternative 2 is superior to the others in

terms of cost/benefit.

C. CRITICAL INCIDENT TECHNIQUE (CIT)

This technique is widely used as a method of discovering
and attempting to reduce or control hazardous situations be-
fore accidents occur. CIT examines previously experienced
difficulties by interviewing persons involved. It is based
on collecting information on hazards, near misses, and unsafe
conditions and practices from operationally experienced per-
sonnel. It can be used beneficially to investigate man-machine
relationships in past or existing systems and to use the
information learned during the development of new systems, or
for the modification and improvement of those already in

existence. The technigue consists of interviewing personnel
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regarding involvements in accidents or near accidents; diffi-
culties, errors, and mistakes in operations; and conditions
that could cause mishaps. The surveys generally request

the persons interviewed to include their own experiences and
also experiences of other personnel whom they have actually
observed. The person is asked to describe all near misses

or critical mishaps that he can recall.

In effect, the CIT accomplishes the same end result as an
accident investigation: identification through personal in-
volvement of a hazard that has or could result in injury or
damage. When the witnesses who observed a mishap or near
miss, but were not participants, are added to those who were
involved, an extremely large population is available from which
information on accident causes can be derived.

Even isolated incidents reported by the technique can be
investigated to determine whether corrective action is necessary
or advantageous. However, when a large number of persons are
interviewed regarding similar types of equipment or operations,
similarities begin to appear in reports of hazards and near
misses., Where these indicate deficiencies, difficulties, or
other inadequacies, they can be accepted as indicators of
areas in which improvements are necessary in the design of a
product or system.

This technique provides a source of data on errors that
contribute to critical and catastrophic accidents, and obtains
information directly from operators, who are less reluctant

to admit errors in nonaccident situations than in accident
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situations. The CIT has been used in evaluation of aircraft

pilot safety and has proven beneficial as a qualitative

safety technique.

Fitts and Jones (1947) used this technique very effec-
tively after World War II when they conducted interviews with
Air Corps pilots on errors made in operating aircraft controls
and in reading aircraft instruments. Figure 18 indicates the
classifications of 460 pilot errors made in operating aircraft
controls. Over 80 percent of the errors reported can be con-
sidered as errors of design: design of controls, their
arrangements, and their locations.

Fitts and Jones also made numerous recommendations for
changes that would reduce human error, improve controlé, and
increase system effectiveness. These recommendations, many

of which were incorporated in later aircraft and in human

engineering standards, are quoted here to illustrate benefits
that can be generated by this technique as a method of developing
accident prevention measures:

a. More than half of all errors in operating cockpit con-

trols can be attributed directly or indirectly to lack of

uniformity in the location and mode of operation of controls.

} b. Substitution errors can be reduced by (a) uniform pattern
arrangement of controls; (b) shape-coding of control knobs;

(c) warning lights inside the appropriate feathering button;

and (d) adequate separation of controls.

c. Adjustment errors can be reduced by (a) automatic fuel

flow control; (b) simplified one-step operation of wheels and
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Figure 18.

i SUBSTITUTION ERRORS  contusing one control with another. or failing to dentify & cantrol when
1Wovwas e

Using the weang throttle quadrant control {confusing imixture, prop jutch, throttie, etc)
Cordusing fiay s wheel controls

Operating a Lontrol tor the wrong enqine {teathering button, ignition, Mixture, prop pitch,
thiotlie, ewe )

Faiig to wtentity the lunding light switch or confusing it with some other control

Cantusing other controls (alarm bell, bomb bay door, carburetor heat. cockpit heater,
droppabie gas tanks, emergency bomb release, engine heat, intercoaier. o)l bypass, 01l coller
parking brake, ot heat, radio tuning control, salvo switch, trim tab. wobble pumg)

TOTAL

2 ADJUSTMENT ERRORS. operating a control 100 slowly or 100 rapidly, moving a switch to the wrong
posiun ur foltowig the wrong sequence 1n operating several controls

Turning tuel setector switch to the wrong tank
Following wrong sequence in raising or lowering wheeis
Fathing 10 obtain desired Hap setting
Adaing power 100 suddenly without proper change in trim
Fatling 1o lock ur uniock throtties properly
Failing 1o rolf in trun fast enough
Farisng 10 adjust other controls properly
TOTAL

3 FORGE TTING ERRORS. failing to check, unlock, or use a control at the proper time

Takng ott with flignt controls locked (aileron, elevator, rudder, or all controls iocked)
Fargetting generatar or magneto switch

Forgetting to make proper engine or prapeller control adjustments (mixture, prop pitch, etc.)
Foryetting to lower lock or check landing gear

Taking oft with wrong trim settings

Taking otf withuw! removing pitot cover

Forgetting to operate other controls (bomb-bay doors, bomb-rocket selector switch, coolant
shutrer, flaps, auxihary fuel pump, fuel selector, hydrauiic setector, lights, PD! switch, pitot
heat, tant wheel lock)

TOTAL

4 HEVERSAL £ HROHNY  ioving o COntru s direction opposite 1o that necessary 1Q produce o
tesa e resull

Mokt rever sed Lo correction

Making reversed wing Hap adjustiment

Mak iny rever sed inovement Gl an engine us propeiiorn control (muixture, prop pich, ete
Mak g cever sed Thovement ol sone other conual

TUTAL

L, UNINTENTIONAL ACTIVATION haddvertently speraling o wuntrol without being aware of
gk, Cathuretor hual, cowl Haps, gemeralon giGon, igntiutt averter, landing gear, ighits thaster
wyite i, ptol heat | 1acho supercharger)

b UNABLE 1O REACH A CONTROL  atdnlent uf nedr accident resulting from “putting hrad o0 cock
pit 10 yrasp o LOBITOL oF walnhity 10 reach g control ot gt {Carburetor heat, tuet selector.
Dystoubic switeh, lotling yedr . Dowe whee! trank  Tudders)

Classification of 460 Errors Made by Pilots

in Operating Aircraft Controls (Hammer,
1972, p. 189)
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flaps; (c) easily accessible and continuously operable trim
controls; and (d) improved throttle locks.

d. Forgetting errors can be eliminated almost entirely by
adherence to uniform and “"natural" directions of control
movement.

e. Unintentional activation of controls can be remedied by
application of existing anthropometric data on body size
and use of a maximum reaching distance of 28 inches from the
shoulder for all controls used during critical procedures.

The CIT procedure was described by Tarrants as carried
out at one plant of the Westinghouse Company. The steps may
be summarized as follows:

a. A group of employees with previous experience and
involvement in manufacturing processes and equipment was
selected. Each person included was listed according to vari-
ous factors to produce as wide a range of experience as
possible. Representatives were selected randomly from each
factor group.

b. The participants were interviewed and informed of the
study and its objectives. They were given an opportunity to
withdraw from participation.

c. At the end of the interview the participant was given
a copy of the statement on the study and its objectives and
a list of typical incidents gathered at other plants. This
procedure was to stimulate the recall process.

d. Participants were asked to describe any incidents that
they could recall, whether or not they had resulted in injury
or property damage. They were asked whether they recalled -
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any incident similar to those that had occurred at other
plants, as described on the list they had been provided.

e. Questioning was carried on until human errors or un-
safe conditions in any recalled incident could be described.

The 20 participants related 389 incidents of 117 differ-
ent types. Over 50 percent more potential accident causes
were found by this method than had been identified from acci-
dent records. One participant estimated that almost 70 per-
cent of the problems reported occurred every day, indicating
an almost constant exposure to danger. Once a potential
accident has been reported, the hazards are corrected so that
a real accident will not occur. As these hazards are eliminated
or reduced so should accident frequency and severity rates.

The major deficiency of this method is that its effective-
ness will be dependent upon all employees reporting those
potential accidents (incidents) in which they are involved.
Usually employees will be reluctant to do so. They are worried
about their supervisors attitude, their own personal records
and/or spoiling the company's safety record. Thus data with

some degree of bias are introduced.
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III. STATEMENT OF PROBLEM

Through the literature survey, several methods among the
existing safety measurement techniques have been discussed
for measurement of flight safety. From the above discussion
it is apparent that the measurement of flight safety is an
area for research and development which will allow major
improvement in overall flight safety programs.

A most important aspect in the development of an effective
safety program is collection and evaluation of data. The
primary goal of any safety program is to prevent accidents.
Accident prevention is best pursued within the framework of
a systematic program. Detailed and well-selected collection
of factual data is the first step in the development of an
effective safety effort. By means of an overall evaluation
of safety by analysis and dissemination of this data, acci-
dents can be predicted and prevented.

The Korean Air Force is currently collecting data on air-
craft accidents. Data categories collected are as follows.

a. Accident rate and flight time per model and year

b. Total accident rate, pilot and aircraft loss per year

c. Accidents by general factors (pilot, maintenance,
material, supervisor, etc.)

d. Accidents in detail per factors (e.g., pilot factor:

spin, disorientation, unusual, air collision, etc.)
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e. Major accidents per flight time (e.g., 400 ~500 hrs: 8,
900 ~ 1000 hrs: 4, 1700 ~1800 hrs: 1, etc.)

£. Major accidents per flight phases (take off, climb,
in flight, Let Down, landing)

g. Major accidents per missions (Air to Air, Air to Ground,
Instrument Flying, etc.)

h. Major accidents per rank

i. Aircraft accident cost.

Many of the data categories listed above are useful and
lend themselves to analysis (Items a, b, e). There are, how-
ever, some major deficiencies in data being collected by the
Korean Air Force. From the accident prevention viewpoint
and for the analysis of pilot error, it would be better to
categorize the pilot errors of item c as follows:

a. Design-induced pilot factor (e.g., instruments that
can not be seen properly because of their location).

b. Operations-induced pilot factor (e.g., air traffic
control terminology).

c. Environment-influenced pilot factor (e.g., weather
phenomena such as fog or thunderstorms).

d. Innate pilot factor (e.g., poor technique, misuse of
controls, medical and psychological conditions).

Specifically, the data of items g and h are inadequate.
For example, item g must include flight time or sorties. That
is, accident rate must be calculated for each mission. Item

h must consider the total flight time and pilots of each rank.
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For example, suppose the cumulative number of pilots, flight
time, and accidents for 10 years are shown in Table IV.
Table IV
r
o Example Data for Ranks by Pilots, Flight Time and Accidents
Rank | 2nd Lt.| 1lst Lt. Capt. Maj. Lt. Col.
pilots 400 1,000 1,500 800 300
flight | 40,000 150,000 450,000 | 160,000 | 30,000
time
acci- 3 18 19 9 9
,‘ dents
Then,
(Number of pilots in each rank/total pilots)
. _ x Accidents 100,000
Accident rate = Flight time of each rank
Total pilots = 400 + 1,000 + 1,500 + 800 + 300 = 4,000
J. Accident rate of (400/4000) x 3 x 100,000 75
2nd Lt. 40,000
By the same formula, accident rates of 1lst Lt., Capt., Maj.,
and Lt. Col., are 3.0, 1.58, 1.13, and 2.25.
h! From the data collected above we can only use control
o chart technigues because the data was not collected in detail.
But the problem is that it is difficult to evaluate the over-
r all safety effectiveness by this method because the control
p

chart uses only the frequency or severity of accidents vs.
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time (year, month, or week). Accidents must be considered
as multiple causation events, i.e., rarely is a single
factor solely responsible for the event.
The present thesis effort has been designed to examine
data currently collected by the K.A.F. and make recommendations
which will improve data collection procedures and subsequent

analysis.

ot

R L S
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IV. APPROACH TO MEASUREMENT OF FLIGHT SAFETY

Several measurement techniques applicable to flight
safety were presented in the literature survey. The problem
is how should the data be collected to efficiently apply such
measurement techniques? The author will present several

methodologies to collect and apply data.

A. CONTROL CHARTS

The primary objective of this method is to show compari-
sons among accidents which occurred in a given period and to
visually indicate out of control situations by plotting fre-
quency of accidents vs. time (year, month, or week) and upper/
lower control limits. A point falling abové or below the con-
trol limits, respectively, is indicative of an out-of-control
situation, and assignable causes are generally sought. To
measure flight safety, we actually need only the upper control
limit.

It is easy to collect these data. The K.A.F. does, in
fact, collect monthly and yearly aircraft accident data. 1In
addition, it may be advantageous to add daily and weekly
data to monthly and yearly statistics.

Example
1. Data for accident rate (major, minor, or major + minor)
per week (given period).

2. Pilot loss rate per year, month.
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If the above data was collected, it would be possible to
determine trends of accidents on a daily basis. In particu-
lar, we could analyze the accident factors (pilot error,
material failure, supervisor, maintenance, environment) from
item ] by observing the upper control limit zone.

Analysis of Existing Data

The aircraft accident rate of the K.A.F. 1s as in Table V.

Table V

K.A.F. Accident Rate by Year

Year 70 71 72 73 74 75 76 77 78 79

Acci-
dent 10.8/7.6 7.3} 9.,719.,5]5,7)5.0)] 1.4) 5.6] 4.2
rate )

Then the control chart of this data is shown in Figure 19.

SN /—\
81 N i F

Figure 19. Control Chart Applied to K.A.F. Data
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From the above data,

n X,
- _ i _ 66.8 _
X = iél = = 3= = 6.68
s = V[in - (in)z/n]/n-l = 2.87

The t distribution is used. For o« = 0.05,

U.L. = X+t L= = 6684y oo 228
n-l’l-i' /rT ’- Vlo
= 6.68 + 2.262x287 _ g 73
/10
L.L. = X-t L= = 6.68 - 2.262 x237
n-l,l-f /n /10
= 4.63

The accidents of 70, 73, and 74 are out of the control
limit. So we have to analyze the accident causes of these
years to prevent or reduce accidents in the future. Also we
have to prepare accident prevention program according to the
outcome of analysis.

Let's take a = .01l.

U.L. = X+ ¢t a.i=6.68+t

6.68 + 3.25 x2:87 - 9 63

V10

"
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L.L. = x - ¢

= 6.68 - 3,25 x 2287

S
n-l,l-% /n vI0

3.73

The accidents of 70 and 73 year are yet out of control
limit. The control chart is almost the same as test of

hypothesis.

18 ® 7 H

The acceptance and rejection regions are illustrated in
Figure 20. Here assume that the hypothesis is true and
use the value of a to determine the "cut-off" point for
acceptance or rejection. o is the probability of rejection

given that the hypothesis H0 is true.

Figure 20. Acceptance and Rejection Region

For HO: M= Mg and Hl: o> N assuming that Ho is

true, the distribution is centered at Mg+ Now according to
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the definition of a we will accept o probability of rejecting

Ho even though it is true.

Example

Aircraft accident rate of the K.A.F. was supposed to be
reduced up to average 5.0 from 1970 to 1979. Was the acci-

dent level reduced significantly?

Ho= g (Accident level was reduced significantly)

o> Ho (Accident level was not reduced

1 significantly)

Then from accident data given above:

= .S
T e R

= 5.0 + g 5 g5 + 2L (a = 0.05)

e v10
= 5.0+ 1.833 - 287 - 4 66

Y10
We know X = 6.68. Thus X > U.L. This means H, is rejected
and Hl: HO> Hg is accepted. Therefore we can conclude that

the K.A.F. has not yet reduced the aircraft accident success-
fully within given period. If o increases, the value of the
U.L. decreases and the probability of acceptance HO decreases

more.

B. FAULT TREE ANALYSIS (FTA)
Fault tree analysis can be used to improve flight safety
through the identification of safety critical items and make

cost effective recommendations for their improvement. The
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identification of failures which impact the safety of a com-
plex mechanical system of aircraft requires a disciplined
formal methodology capable of addressing the causes of failure
and failure interactions at low levels of complexity which
influence the entire system. FTA can provide such a disci-
plined methodology and also be applied to quantitatively
identify critical modes of failure (both hardware and human)
whose occurrence could cause a hazard in flight. The appli-
cation of FTA initially requires the definition of a system
and once the system is defined the basic events are identi-
fied by starting with the accident and looking for its cause
at a lower level of complexity. By repetition of this cause
and effect relationship, the most elementary cause is finally
deduced. The interconnections of the causal events with logic
symbols form the branches of the fault tree. The quantita-
tive evaluation of the probability of system failure requires
the collection of failure rate data from which basic proba-
bilities are determined. These basic event probabilities

are combined using rules of Boolean algebra to determine
criticality of each basic event. Based on relative criti-
calities, cost effectiveness techniques can be used to decrease
probabilities of basic hazards.

A fault tree is a failure analysis technique which analyzes
system failures beginning at the highest level of complexity
and ending at the lowest level of complexity. The upper most
event is identified as an accident which m: ' ave several

degrees of severity. The degree of severity is not identified
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on the fault tree diagram but is accounted for in the cost
effectiveness calculation. The tree construction is a logi-
cal process producing a graphical display of events such
that all possible causes of a particular failure are shown
below that failure. Subsystem failures are further subdivided
and depicted in greater detail until the bottom of the tree
is reached. The tree is structured to systematically show
contributory events and failures and their relationship to
each other and to the accident. Each component of the sub-
system capable of producing an event is examined and how its
failure would contribute to a mishap determined.

According to Hammer (1972), in the application of the
fault tree methodology the following assumptions are generally
made, concerning the characteristics of components, condi-
tions, actions and events:

a. Components, subsystems and similar items can have only
two conditional modes; they can either operate successfully
or fail. No operation is partially successful.

b. Basic failures are independent of each other.

c. Each item has a constant failure rate that conforms
to an exponential distribution.

The benefit of the generalized fault tree structure is
realized through the general applicability of the improvement
recommendations, derived from the fault tree analysis.

The author will draw a fault tree diagram based on the
K.A.F. aircraft accident data. The primary factors of K.A.F.

aircraft accidents in the 1970's were classified into six
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categories, i.e., pilot, maintenance, material, supervisory,
environmental, and unknown factor. Fault tree must include
detailed fault factors from top structure to subsystem, but
K.A.F. data has not been collected in sufficient detail to
evaluate the most effective use of FTA. For example, material
factors of K.A.F. are shown in Table VI. What was the basic
event of flight control in Table VI? Was it pitch, yaw, or
roll failure? If the failure was due to yaw, what was the
basic event of yaw? Was it caused by wear, shock, or vibra-
tion? The fuel system can be included as a subsystem of
thrust control and also must be divided into subsystems.
Data presented in Table VI is inadequate for applying FTA.
Among the primary factors of K.A.F. data pilot, main-
tenance, supervisory, and environmental factors are human
error. Fault tree diagram of K.A.F. accident data is shown
in Appendix B. More subsystems and basic events were added
to illustrate a sample aircraft accident fault tree and develop
the methodology for collecting and applying data. A method
to collect data will be described below.

1. Data Collection

For FTA, the data is not confined only to major and
minor accidents. Incident and Forced/Precautionary Landing
data are also included, i.e., accidents are sorted into cate-
gories such as:

a. Major accident

b. Minor accident
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Table VI

Material Factors by Year of Accident (Major & Minor)

ear |70 |71 |72 |73 |74 |75 |76 {77 {78 |79 | Total
Ttem
Flight Control 1 1
Fuel System |1 1 1|11 2 7
Turbine Sect. 1 1
Campressax 1 1 2 4
Section
Ignition 1 1
System
Oil System 1 1
Elec. System 1 1
Landing Gear 2 1 3
Engine 1 1
Propeller 1 1
Unit
Piston Rod 1 1
Flare Misfire 1 1
Flame Out 1 1
; Fire 1 1|1 3
! Total 2 {4 | 1] 7 306 |1 |12 27
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Incident.
Forced/precautionary Landing.
Basic events which will be contributed to accidents
se subcategories are:
Supervisory factors.
Psychophysiological factors.
Environmental factors.
Material failure.
Maintenance.
Sample format of supervisory factors is shown in
VII. More detailed data to be collected is presented
tion V.

Development of an Equation for Corrective Action
Recommendations

This section concentrates on the development of an

on by which to evaluate cost effectiveness in terms of

ters derived from the fault tree analysis and parameters
may be readily estimated from the data.

The cost effectiveness index provides a measure of

dollars saved per dollar spent in implementing recommenda-

tions.

It is based on the projected percentage improvement

in criticality if the improvement recommendation is implemented.

The cost effectiveness index is the ratio of cost savings to

improvement cost.

where:

CE = == (1)
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CE = cost effectiveness index
CS = c¢cost savings
CI = improvement cost

The cost savings may be expressed in terms of the
difference in total accident cost achieved by implementing

the improvement recommendation. This may be expressed as:

Cg = N(CA - CAI) (2)
where:
CS = cost savings
N = number of accidents
CA = cost of accident without improvement
CAI = cost of accident with improvement

The general cost of a single accident may be expressed as:

Cy = (CRI(CY ] a; vy (3)
i
where:

CR = criticality

CH = cost of a total lost
3

a, = probability of an accident being of severity i
E Yy < relative cost of an accident of severity i
] i = 1 - major incident




i = 2 - minor accident
i = 3 - incident
i = 4 - forced/precaution landing

This equation may be rationalized in terms of the
criticality representing the probability of an accident of
any severity occurring due to a given basic fault. The
probability of the accident being of severity i is then
(CR)(ai). The cost of an accident of severity i is (CH)(Yi).
The cost likely to be incurred due to accidents of all
severities is the sum of the products of these terms as
expressed in the equation above.

The criticality after implementation of the improve-

ment recommendation may be expressed as:
CR' = (1 -8)(CR) (4)
where:
B = percent improvement in criticality

The cost of an accident after implementation of the

improvement recommendation may then be expressed as:

Cay = (1-8)(CR)(Cy) EaiYi (5)

By substituting equations (3) and (5) into equation
(2) , an expression for cost savings is obtained in terms of

parameters which have known numerical values.
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C = N(CA - C,q)

Al
= N{(CR)(CH)gaiYi -(l-B)(CR)(CH)gaiYi}
= N(CR)(CH){l -(1-8)}§aiyi

Thus

Cg = NB(CR) (cﬁ)gaiyi (6)

An expression for the cost effectiveness ratio is

obtained by substituting equation (6) into equation (1).

Cs NB(CR)(CH) Z
CE = ==~ = —0 2 V4. .vy.
CI CI ill
Thus
Cy
CE = NB(CR) 5; g &Yy (7)

In order to apply this formula we have to set up a
general criteria for each item.
a. Criticality (CR)

The author uses the definition of CR suggested

by Birnbaum (1975). Let g be a function that computes the

'i probability of the top event in terms of the basic event
probabilities. To generate this function we need a Boolean

L expression for the top event in terms of the Boolean variables

of the basic event. The outcome of each basic event at time

t has an indicator variable Yi(t),




1 when basic event i has occurred at time t
Yi(t) =

0 otherwise

If the state of each basic event is random, the
probability that event i1 occurs by time t can be defined to
be F, (). If Ai(t)dt is defined to be the probability that
event i occurs between t and t+dt, given that event 1 has
not occurred by time t, then Fi(t) can be expressed in terms

of )\i (t):

t
- [ A, (v)dt
0 1

Fi(t) = 1 -e
Ai(t) is commonly referred to as the hazard or failure rate
at time t.
If we construct a fault tree where the top event
is system failure and the basic events are component failures,

then Birnbaum's definition of component importance becomes

Ig{F(t)}
ERCEEEAR T AL R I AR AL

where g{F(t)} is the probability that the top event occurs
by time t. The above expression is the probability that the
system is in a state in which the functioning of component
i is critical: the system functions when i functions, the

system fails when i fails. The probability that the system

is in a state at time t in which component i is critical and




that component i has failed by time t is the criticality of

the ith basic event, i.e.,

CR = [g{l,,F(t)} - g0, ,E(c)}IF, (£).

Example

Assume that the fighter aircraft accident data

1 (including incident and forced/precaution landing) of the
K.A.F. was collected for a 10 year period and a fault tree
diagram was constructed the same as in Appendix B. From

f this diagram, the number of basic event accidents due to

insufficient experience is 3. What is the basic event

failure probability, head event probability and basic event

criticality?

Before solving this problem, assume the following

data was collected.

Total flight time of

fighter aircraft 606,100 hr
Total sorties 586,600
Average flight time 1.033 hr

Assuming an exponential failure distribution, the failure

rate is:
.
‘ A = 3 = 4.95x10"%/hr
Y 606,100 :

Probability of basic event 'limited experience' is:
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— - —————
Fi(e) = 1-e% 2 at = 4.95x107° x1.033
= 5.11x10°°
For basic event 'inadequate training',
L
A = 2 = 3.30x10"%/nr
606,100
}
F,(t) = it = 3.30 x107% x1.033
= 3.41 10°°
Then, the probability of flight beyond capability P14 is:
2
P = 1 - 1T (1 -F.,)
14 i=1 i
-6 -6
= 1 - (1-5.1x10 ")(1-~-3.41x10 ")
= 8.52x107°
In the same way,
P,; = Probability of faulty flight plan 1
= 5.10x107°
Plz = Probability of inadequate Wy analysis
= 3.40x107°
3 P13 = Probability of poor crew coordination
= 5.10x107%
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Pls = Probability of inadequate briefing
= 5.11 x107°
le = Probability of su;~rvisory error
5
= 1 - I (1 =-2P,.)
i=1 11
-6 -6 -6
= 1 - (1-5.,10x10 ")(1~-3.40x10 ")(1-5.10x10 ")
-6 -6
‘ (1 -8.52 x10 7)(1-5.11x10 ")
= 2.72x10"°

If we collected all of the other event data and
the probabilities of each event calculated as in Table VIII,

then, by using the procedure with AND or OR gate, we have:

Table VIII

Failure Probability

EVENTS Failure Probability
Maintenance 10.10 x 107>
4 Environmental Condition 1.03x107°
L Psychophysiological -5
Disturbance 2.05x10
Flight Control 9.25 x107°
Thrust Control 8.55 ><10"5
h Landing Gear 6.18 x 10>
Unknown Crash 1.20 x107°
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5.80 x 10”2

j

Probability of pilot error

6.81 x 10°>

L}

Probability of human error

probability of material failure = 2.40 x10°%

Probability of head event failure = 3.20 x10”%

Calculation of criticality:
If the ith component 'Insufficient Experience'’

failed,

g{l,,E(6)} = 3.20x107%,

If the ith component 'Insufficient Experience'

didn't fail and the head event failure occurred, then

Fl(t) = At = 0x1.033 = 0
Thus
2 -6
P = 1 - T (1-F.) = 1-(1-0)(1-3.41x10 ")
15 , i
i=1
= 3.41x107°
-6 -6 -6
P21 = 1 - (1-5.10%x10 “)(1-3.40x10 ") (1~-5.11x10 ")

6

- (1-5.10x10"%)(1-3.41x107%)

2.21 x10°3

bad
]

Finally we get the probability of head event failure as

3.15 x 10",  Thus,
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4 6

CR = (3.20x10"%-3.15x10"% (5.11 x10™%)

= 2.56x107 11
b. Number of Accidents (N)

An estimate of the number of accidents in the
remaining service life of fighter aircraft in the K.A.F.
would be calculated if we knew the average sorties flown per
year and the projected remaining life of operation. Suppose
the average sorties flown per year was 58660 and the average
operational life of fighter type aircraft was 8 years.

From the fault tree it was determined that the
probability of an accident of any type of basic event is
3.20 Xl0~4. Then the number of accidents expected to occur

in the remaining operational life is:

N = (58660)(8)(3.20x10"% = 150
Though the above value was derived by estimate, its absolute
value is unimportant since ranking of cost effective proce-
dures id based on a relative figure of merit.

c. Percent Improvement in Criticality (B)

The percent improvement achievable by implementing
suggested improvement recommendations for the particular fault
is based on an engineering judgment.

d. Ratio of Total Loss to Improvement Cost (;%)

Total loss is equivalent to the average acquisi-

tion cost of all types of fighter aircraft. For each
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improvement technique, estimates can be made of the cost to
implement the improvement as a fraction of the acquisition
cost, CI/CH’

e. Relative Cost of an Accident of Severity i (Yi)

The relative cost associated with a given accident

depends on its severity. Accident costs will be normalized
with respect to the average of the manhours required to com-
plete repair or replacement of major damage for all kinds
of fighter aircraft.

Suppose we know the following data.

1. Major Damage Classification

Type of aircraft F-K F-M F-X F-Y F-2

Manhours 500 600 700 800 900

2. Minor Damage Classification

Type of aircraft F-K F-M F-X F-Y F-2

Manhours 200 180 150 120 50

Then the average of the manhours required to complete repair

or replacement of major damage for all types of aircraft is:
(500 + 600 + 700 + 800 + 911)/5 = 700

The average manhours of minor damage is 140. The relative
cost of a minor accident is then 140/700 = .2. The same ratio
can be applied in relating an incident to a minor accident

and a forced/precaution landing to an incident. Assume the




relative cost of incident is 0.03 and forced/precaution landing

is 0.004 for calculation of COST effectiveness as an example.

f. Probability of an Accident Being of Severity i (ai)
It is often the case that basic events have
different probabilities of inducing accidents of varying
severity, i.e., some event will always result in a major
accident, whereas other events may induce a major accident,
minor accident, incident, or forced landing. The probabili-

i ties depend on other interacting elements in the system.

; Therefore, in arriving at a cost effectiveness index, the
criticality of a basic fault must be weighed to reflect its
impact on accident severity. This is achieved by introducing
a factor oy into the expression for cost savings to account

for the probability of a given accident severity. The evalua-

tion of this parameter requires an engineering judgment to
be made of the probabilities of a basic fault causing acci~
dents of varying severities.

Sample calculation of CE

Assume that the accident occurred from limited

experience (Basic event 1.8 of AppendixB). The cause of

failure was due to "order to pilot beyond capability on
flight". The corrective action recommended is an establish-
ment of experience criteria. The cost effectiveness of this

{ recommendation is:

From collected data and engineering judgment,

= 10%, a, = 40%, a, = 40%,

3 = 10%

: assume we have 8 = 70%, al 2 oy

and CI/CH = 0.1. Then
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Cy 4
N (CR) (=) ]
I =l

CE

a.Y.
lYl

150 x 0.7 x (2.56 x 10"11) «

x (0,1 x1.0

0.1

+ 0.4x0.2 + 0.4x0.03 + 0.1x0.0004)

9

i

5.17 x 10~

The relative cost effectiveness is obtained by
proportion of the above value to the most cost effective
item in the list, i.e., set the most cost effective item to
be 1.0. For example, suppose supervisory error in maintenance
has the greatest CE value of 65, then relative cost effec-
tiveness of 3.5 in Appendix B is 1 and accident due to limited
experience is 5.17 Xl0'7/65 = 7.9 XlO-ll. Example cost effec~-
tiveness ranking is shown in Table IX. We can decide the
basic event fault is not critical and then it will be eliminated
from Table IX (e.g., if CR < 10743,

FTA was suggested as a method of system safety
analysis which can improve flight safety through identifica-
tion of safety critical items and make cost effective recom-
mendations. FTA is a detailed deductive analysis that usually
requires considerable system information. It can be a valua-
ble design tool. FTA can also be a diagnostic tool in that

it can predict the most likely causes of system failure in

the event of system breakdown.
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C. CRITICAL INCIDENT TECHNIQUE (CIT)

The CIT consists of a set of procedures for collecting
direct observations of human behavior in such a way as to
facilitate their potential usefulness in solving practical
problems. As a measure for accident research, it reveals
causal factors in terms of human errors and unsafe conditions
that lead to aircraft accidents and it provides more infor-
mation about accident causes and a more sensitive measure of
total accident performance than other available methods of
accident study.

The CIT has been used to collect both accident and near
accident data without any discrimination being made between
the two types of data. However, in particular cases the
investigator may confine his attention to one or the other
type of data.

By collection and categorization of common errors from
human factors data in aircraft operation, possible direction
of accident prevention and recommendation will be provided.
For example, if we collect data of specific experiences from
pilots in taking=-off, flying an instrument, landings, using
controls and using instruments, then the data may provide
many factual incidents that can be used as a basis for
planning research on the design of instruments, controls,
training, and the arrangement of these within the cockpit.

To be useful the incidents must be detailed enough a) to

allow the investigator to make inferences and predictions
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about the behavior of the person involved and b) to leave
little doubt about the consequences of the behavior and the
effects of the incident.

The two primary steps included in the critical incident

procedure are:

l. Collection of the Data

The most important item for accident reseaxrch is the
real data in detail. The CIT is frequently used to collect
data on observations previously made. This is usually satis-
factory when the incidents reported are fairly recent and the
observers were motivated to make detailed observations and
evaluations at the time the incident occurred.

The practical problem in collecting the data for des-
cribing an activity refers to the problem of how it should
be obtained from the observers. This applies especially to
the problem of collecting recalled data in the form of
critical incidents. Three procedures for collecting data
are described below.

a. Interviews

The use of trained personnel to explain to observers

precisely what data are desired and to record the incidents,
making sure that all necessary details are supplied, is

probably the most satisfactory data collection procedure.

This type of interview is somewhat different from the other 1

)
types of interview and a brief summary of the principle mis-

hap factors involved will be given.
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b. Questionnaires

If the group becomes large, a questionnaire pro-
cedure is convenient.

c. Record Forms

One other procedure for collecting data is by
means of written records. There are two varieties of recording:
one is to record details of incidents as they happen. This
situation is very similar to that described in connection with
obtaining incidents by interviews above.

A variation of this procedure is to record such
incidents on forms which describe most of the possible types
of incidents by placing a check or tally in the appropriate
place.

As additional information becomes available on
the nature of the components which make up activities, obser-
vers may thus collect data more efficiently by using forms
for recording and classifying observations.

2. Analyzing the Data

The collected data of a large sample of incidents
provides a functional description of the activity in terms
of specific behaviors. The purpose of the data analysis stage

is to summarize and describe the data in an efficient manner

so that it can be used effectively.
For analyzing the data we have to consider two pri-
mary problems involved. These problems will be discussed

below.
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a. Frame of Reference
There are countless ways in which a given set
of incidents can be classified. In selecting the general
nature of the classification, the principle consideration
should usually be that of the uses to be made of the data.
The preferred categories will be those believed to be most
valuable in using the statement of requirements. Other con-
siderations are ease and accuracy of classifying the data.
b. Category Formulation
The induction of categories from the basic data
in the form of incidents is a task requiring insight, experi-
ence, and judgment. The usual procedure is to sort a rela-
tively small sample of incidents into piles that are related
to the frame of reference selected. After these tentative
categories have been established, brief definitions of them
are made, and additional incidents are classified into them.
During this process, needs for redefinition and for the
development of new categories are noted. The tentative cate-
gories are modified as indicated and the process continued

until the incidents have been classified. The larger cate-

gories are sub&ivided into smaller groups and the incidents
that describe very nearly the same type of behawvior are placed
together. The definition for all the categories and major
headings should then be re-examined in terms of the actual
incidents classified under each.

A major problem area in CIT involves actual data

collection. The following items will be applicable to interview
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or record form in order to collect human factors data in
aircraft operation.

1. Description of the occurrence
a. Aircraft
(1) Model

(2) Configuration when anomaly occurred (gear,
flaps, thrust, fuel, quantity, etc.)

b. Type of operation
c. Time and location
(1) Local time

(2) Elapsed time since departure from parking
area

(3) Phase of flight
L (4) Geographic location

d. Nature of the anomaly (describe the deviation from
normal or expected performance as precisely as
possible)

e. Radio navigation facilities in use and type of
navigation ]

f. Detection of the anomaly (Identify the person
responsible for each pertinent decision, command,
action, communication or interaction with others)

(1) Who first noticed the deviation? (Aircraft
commander, air traffic controller, maintenance

personnel, or others (explain)). Who should
have?

(2) What brought it to his attention? What should
have?

g. Cockpit environment preceding the anomaly.
(1) Was there anything unusual about the operation?

(2) Were there any distractions immediately before
the anomaly occurred?

{(3) What was the weather at the time of the
occurrence? i

h. What actions immediately preceded the anomaly, in
order of occurrence?

(1) Did any of these actions contribute to the
anomaly?

(2) What decisions motivated this action? Who made
them?
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(3) What information was the basis for the deci-
sions? Was the information correct?

i. Was there any indication before the anomaly that
it was going to occur or might occur? If so:

(1) What was the indication?
(2) Who noticed it?
(3) Was it noticed immediately? 1If not, why not?
2. Recovery following the occurrence
a. What happened after the anomaly occurred?

(1) What decisions were made?

(2) By whom?

(3) For what reasons?
b. What actions were taken to correct the deviation?

(1) By whom was each action initiated? When? Why?
c. What effect did each action have?

(1) Did it help recovery?

(2) Did it hinder recovery?

d. Did any complicating factors arise during the
recovery period? (After the initial deviation,
other events can occur while the crew is recovering
from the first one. Be careful to identify these.)

e. Was normal operation restored? How long did it take?
f. Was safety threatened at any time?

(1) If so, what was the nature of the threat?

(2) Was it recognized at the time? 1

(3) Who recognized it? v
{(4) How was it recognized? i
(5) How long did it last? |

(6) What was done to control or minimize the
threat?

(7) Could the threat have been controlled more
effectively?

3. Background

a. If pertinent, describe the history of the personnel
involved and of the airplane and facilities utilized
in this flight.

(1) Nutrition and rest: Describe meals as to time
eaten and type of food and sleeping time.

(2) Were there any medical or physiological problems?
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(3)

(4)

(5)

(6)

Describe the crew's rest and duty schedule
for this flight sequence. Was this flight
their scheduled activity?

a) Do the pilots believe the duty or rest
schedule was a factor?

b) Describe their activities during the
preceding day.

Were there any problems within the flight
crew with respect to discipline, coordination,
ability, personality factors?

Were there any other problems (ground support
personnel, controller, management, others)?

Were any other factors pertinent during the
period prior to flight?

Describe in brief the history of this flight prior
to the occurrence. Emphasize any decisions, actions,
events or omissions which might have been related

to the later anomaly.

(1)
(2)
(3)
(4)

(5)

(6)

Was servicing and ground support normal?
Were there any supervisory problems?
Were there any ground or flight delays?

Were there any problems at the departure
airport?

Were there any air traffic control or airways
facilities problems?

Was weather a problem at any time? If so, how?

Analysis and recommendations

This section should contain only the opinions and
recommendations of the person reporting the occurrence.

a.

Was the situation evaluated correctly when the

anomaly was detected?

(1)
(2)
(3)

Was the detection of the anomaly as prompt as it
should have been?

(1)
(2)
(3)

If so, were any special factors responsible? :
If not, why was the evaluation incorrect? i

Could anything have improved the accuracy of
the evaluation?

If so, were any special factors responsible? ]
If not, why was there a delay in detection?

Could anything have improved the speed of
detection?
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Was the recovery from the deviation the most
effective?

Was there any problem in flight crew management or
coordination? Describe any deficiencies, problems
or comments in detail.

Was the entire flight managed professionally and
effectively?

(1) If not, what might have been done better?
Was Air Traffic Control involved in any way?

(1) If so, was the problem due to ATC handling or
instructions?

(2) If so, was there any flight crew misunder-
standing of ATC handling or instructions?

(3) Did ATC do anything to minimize the problem?
Was any airplane system involved?

(1) Did maintenance contribute to the problem?
Was this a fairly common problem?

Was pilot training adequate:

(1) To have prevented this occurrence?

(2) To correct or control it under these
circumstances?

(3) To cope with it under all circumstances?

Were any of the following involved in any way?
If so, how?

(1) Flight crew supervision?
(2) Flight dispatch?

(3) Flight or ground support?
(4) Other?

Supplement (for interviewer only)

a.

Was the reporting person's memory entirely clear
as to the details of this occurrence? If not, in
what areas did he have difficulty remembering
details?

In your opinion, did this incident pose a threat
to flight safety? If so, how and why?

Add any additional comments or opinions you may

have as to the factors involved in this occurrence
and as to measures which might prevent such problems
in the future.

i
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After collecting the data by the methods given
above, we can analyze the data. The sample size must be as
large as possible for categorization. Table X is the classi-
fication of pilot-error experiences as a result of analyzing
the data. This is just an example to show how to analyze
the data.

In summary, the CIT is used as a method of dis-
covering and attempting to reduce or control hazardous situa-
tions before accidents occur.

In effect, the CIT accomplishes the same end
result as an accident investigation: identification through
personal involvement of a hazard that has or could result
in injury or damage. The CIT has been used in evaluation of
pilot safety and has proven beneficial as a qualitative

safety technique.

D. OTHER STATISTICAL METHODS

In general, accidents are not single causation events,
rather multivariate factors. So we can use many kinds of
statistical methods to analyze the data. Multiple regression
analysis and cluster analysis are widely used. Different
statistical methods can be applied to the collected data.

The following is an example of the use of statistical
methods. Suppose it is important to determine if there is
a statistically significant difference between the pilot

factor accident rates of experienced and inexperienced pilots
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Table X

Example Classification of Pilot Error Experiences

Type of Error

Number of
Exrrors

Errors in interpreting multi-revolution instruments

a. FErrors involving an instrument which has more
than cne pointer (e.g., misreading the altimeter)

b. Errors involving an instrument which has a
pointer and a rotating dial viewed thrcugh
a window (e.g., misreading the tachometer,
air-speed indicator)

Substitution errors

a. Mistaking one instrument for ancther

b. Confusing which engine is referred to by an
instrument

c. Difficulty in locating an instrument because
of unfamiliar arrangement of instruments

Reversal errars (e.g., reversals in interpreting
the direction of bank shown in attitude indicator,
reversals in interpreting direction fram compasses)

Errors due to illusions: Faulty interpretation of
the position of an aircraft because body sensations
do not agree with what the instruments show

Using an instrument that is inoperative

Signal interpretation errors: Failure to notice
a warning light in the aircraft, or confusing
one warning light with another
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(in this case, the "experience" and "inexperience" would have

to be defined). Choose some time frame and let

number of flight hours flown by experienced

h

1 pilots

h2 = number of flight hours flown by inexperienced
pilots

a; = number of pilot factor accidents involving
experienced pilots

a, = number of pilot factor accidents involving

inexperienced pilots.
Then the rates for experienced and inexperienced pilots are
(al ><100,000)/hl and (aZXIOO,OOO)/hZ, respectively. We

want to test the null hypothesis:

HO: There is no difference in accident potential
between experienced and inexperienced pilots

le Not Ho

Testing Ho amounts to testing a hypothesis about the success
probability in a binomial distribution. Let a and h be the
number of accidents and time, respectively, for the group

with the larger accident rate (e.g., a = ay and h = hl’ if

the experienced pilots had the higher rate).

Let

~ a h

p = —, p = —, n = a, + a,.
a, + a2 hl + h2 1 2

We will reject HO if p and p differ too much. Compute

T = P(X >a), where X has a binomial distribution with

parameters n and p. Thus,
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n . .
- n! 1 _h-i

T = 1 rTmepT P (-P)
l=a

Let a be the significance level of the test (e.g., a = 0.05).
I£f T > a/2, then accept HO. That is, we would conclude that
there is not sufficient evidence based on this data, to say
there is a difference between experienced and inexperienced
pilots. If T < a/2, then reject HO and conclude (at signifi-
cance level @) that there is a difference between experienced
and inexperienced pilots.

The above test is an example of a two-sided test. It is
designed to answer the question, "Is there a difference
between experienced and inexperienced pilots?" A one-sided
test could be done to answer the question, "Are experienced

pilots safer?" The null hypothesis in this case would be:

HO: experienced pilots are not safer than
inexperienced pilots

A

For this case, let a = a; and h = hl’ and compute T, p, P,

and n according to the same formulas as before. We will

0 if 5 is much larger than p. If T > a, we accept ;
That is, we conclude that there is not sufficient evi-

reject H

Ho.

dence, based on this data, to say that experienced pilots

are safer (with significance level a). If T < a, then re-

ject H, and conclude (at significance level a) that experi-

0
enced pilots are safer.
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V. CONCLUSIONS/RECOMMENDATIONS

Aircraft accidents are rarely caused by a single factor.
Generally, accidents are the end result of system deficien-
cies, human error and design deficiencies coming together
simultaneously. The most commonly designated cause of acci-
dents is human error. For flight safety, a systematic acci-
dent prevention program should include consideration of all
possible sources. Accident prevention is best pursued within
the framework of this program. There are certain fundamental
concepts and methods which, if properly applied, can increase
the probability of success in the determination of factors
contributing to an accident. Several methodologies for the
measurement of flight safety and data collection have been
proposed in this thesis for inclusion in the K.A.F. safety
program.

The primary goal of accident prevention progam is to
prevent mishaps. Therefore, the K.A.F. needs to develop
a safety program based on the following data collection and
analysis methods:

1. Develop a format which will describe each element
(e.g., pilot, maintenance, supervisory error, material
failure) in detail. For example the U.S.A.F. has
developed a system for accident data collection (see
Appendix C) which provides for a comprehensive con-
sideration of variables involved in flight safety.

The following elements are contained in the U.S.A.F.
data collection system:

a. Ground mishap report.
b. Aircraft flight mishap report.
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c. Aircraft maintenance and material report.

d. Life sciences report of an individual.

e. Psychophysiological and environmental factors.
f. Personal data.

K.A.F. needs to consider the application of the
critical incident technique (CIT) as described in
Section IV to collect and analyze data. CIT is
used in evaluation of flight safety and as a
qualitative safety technique.

Use the format of system safety hazard analysis (SSHA)
for fault tree analysis. In system safety analysis,
the results of SSHA should be used to determine what
safety requirements are needed to minimize and con-
trol hazards to an acceptable level. The SSHA should
be accomplished by a systematic evaluation of each
subsystem /component to determine how much each
element/subsystem could potentially contribute to

a specific hazard. A sample format of SSHA reporting
is shown in Appendix D.

Finally, the following fundamental data should be
filed in the computer for use in a safety analysis
and program evaluation.

Group data

(1) Total number of pilots engaged in flying by
month and year.

(2) Flight time of Command, Wing, and Squadron in
month and year by model.

(3) Total number of accidents in month and year by
Command, Wing, and Squadron.

Pilot

a. Biographical data
(1) Name
(2) Rank

(3) Date of birth

(4) Date of graduation from undergraduate
flight training

(5) Wing and Squadron assigned
(6) Total flight time

(7) Total jet time, conventional aircraft time,
helicopter time
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(8) Total instructor time
(9) Total weather/instrument time
(10) Number and type of accidents the individual
has had.
b. Accident data

(1) Name of personnel involved
(2) Date of occurrence

(3) Type of mission

(4) Phase of mission

(5) Duration of flight

(6) Type of accident

(7) Prime and contributing factor

(8) Days since last flight

(9) Hours flown in last 24 and 48 hours

(10) Sorties flown in last 24 and 48 hours

(l1) Hours flown in last 7, 30, 60, and 90 days
(12) Total time in this aircraft type

In addition, similar data should be collected on main-

tainers, supervisors, air traffic controllers, etc.
Aircraft

(1) Model

(2) Total flight time

(3) Date of last major inspection

(4) Flight time since last major inspection

Accident research is a systematic, empirical, and critical
investigation of associated factors and their relationships
in an accident. For this research, reliable and valid acci-~-
dent data are necessary. If the data are collected in detail
and correctly by the formats and techniques proposed, it will
provide a convenient method for a researcher to use in the

development and application of a safety program. For example,
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the analysis of the variables or causal factors of aircraft
accident such as hwnran error, material failure or malfunc-
tion, and adverse influences of the environment on man and
machine will allow the researcher to develop an analytical
model for a specific mishap. There are several multi-
variate statistical techniques (e.g., factor and component
analysis, cluster analysis, regression analysis, etc.) to
analyze the accident data. These techniques can be used to
determine significant interrelationships and to correct sys-
tem inadequacies (i.e., what caused or allowed the accident
to happen). Also, remedial actions (i.e., what can be done
to preclude the occurrence of an accident) will be proposed.
Finally, application of the findings and recommendations
are needed. Qualified investigators, researchers, and safety
officers are necessary at each level of organization (Figure
21) and a feedback system should exist between and within
each level. If a mishap occurs (here mishap includes major,
minor accident, incident, and near miss), it has to be inves-
tigated and reported by a reporting system to Air Force Head-
quarters Safety Section through the Command. 1In the H.Q.
Safety Section the data must be encoded, analyzed, and recommen-
dations made known by the dissemination of mishap results
and findings should be passed to Wing and Sgquadron through
the Cormand. The Squadron must then take action on this

recommendation. The recommendations including general trends

of mishap components must be passed monthly to Wing and Squadron.
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Safety Program
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Appendix E is a sample trend chart developed by the U.S.A.F.
and applicable to the K.A.F.

The safety program described in this thesis possesses
the potential for reducing overall operational costs and
maximizing aircraft availability. The end result of such a
program can only serve to increase operational readiness
and thereby maximize overall efficiency and military capa-

bility of the K.A.F.
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APPENDIX A

BOOLEAN LOGIC AND ITS APPLICATIONS

Boolean algehra was developed originatly for the study of symbolic logic. 115 rules and express:ons in mathematical symhois
permit complicated proposit:ons to be clarified and simplified. Boolean algebra is especially useful where conditinns can he
expressed 1n no more than two values, such as yes or no, true or false, on or off, up or down, o or no qo 1t has faound wirle
application in areas other than symbolic logic. For example, it is used extensively in the design of computers and other
electromechanicai assemblies incorporating large numbers of on-off (switching) circuits. Other uses are in probability analysis.
studies involving decision making, and more recently, in satety and Huidics. The chief difference between the various disciplines
in their employment of Boolean 3lgebra is in notation and symbology. Since the information in this section presents basic
elements only, expressions most commonly found in safety analyses will be used.

A set is a group of objects having at least one characteristic in common. The set may be a collection of objects, conditiong,
events, symbols, ideas, or mathematical relationships. The unity of a set can be expressed by the number 1, and an empty
set, which containg nane of these, by Q. The numerals 1 and O are not quantitative values: 1 + 1 does not equal 2. They are
merely symbols. There are no values between the two as there are in probability calculations, Set retationships are sometimes
illustrated by Venn diagrams. The following rectangle represents a set of elements that have an undefined common charactaeist c
In addition, a subset has the characteristic A. All other efements in the set do not have the A characteristic and are considrred
being “‘not A,” designated by A, A is the complement of A, and vice versa. It can be seen that the total of A and A s the rompiete
set, expressed mathematically by A + A = 1, where the left side of the equation is the ynign of A and A . The + s1gn s read
“OR", and may be designated in mathematical expressions by other symbols, such as U.

O RICDIRGDECOICA

The second diagram illustrates the concept of disiging, or mutyally exclusive. sets. The elements of one subset are not included in
the athers, and therefore are not interrelated {other than being in the same set} In this case, however, hecause A. 8 and C
contain all the elements in the overall set, they are said to he mutually exciusive and exhgustive: A + 8 + C = 1

i

The third disgram indicates that some elements of A also have B characteristics. These are indicated by AB. A Bor A° 8.
called the intersection of A and 8 The intersection contains all the elements with the characteristics of both A and B When
all elements with the characteristic A are counted, those in AB will also be counted. The remaining diaqrams in the rnw iustrate
some of the refationships between unian, intersection, and complement. Numerous ather relationships that can be cmployved
in mathematical expressions have heen developed. some of them having been designed as laws. These are listed below, with snma
explanations on their meaning in Boolean logic.

RELATIONSHIP LAW EXPLANATION

A-1:A Full and Empty Sets The only nartion within 1 that 1s both 1 and A s
that within A 1tself

A-0-=0 An impnssible condition: if 1t 1 within the <ot it
cannot he outside the set

A+0=A The element in 3 subset plus anything outside the sey
wiil have only the characterstics of the sylem

A+l The whale, expiressed hy 1. cannat he oxgppring

A-a {nvolution Law The comniement af the camuiement 15 the 1tam tself

A-R =0 Complementary Relations An impossitility; 3 conditian cannat he hath A and A

at the same nime.

ArA= Those elements with a specific characteristic and
those withaut it constitute the feyrat ot

AA - A Idemnatent Laws Andentity

A+ AxA Also an wientity

A.B8 -B.A Commutative Laws The einments having hoth characterictics have them

nn matter the order in which senreseed
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RELATIONSHIP LAW EXPLANATION
A+B B*+A The total of those elements havouy tha chuatag e ta
A or B will he the same no gl ter the arder o
which they dre expressed
A{B C) = (A.BIC Associative Laws The elements having all the Chargctetistics A B o
C will have them no madtter the order o0 witn h cxpifesyed
AviB+C)l=(A+B)+C The total of all the efements in any LLWIS will he

the same ng matter the order in which expressed

AB+C)=1{AB)+{AC) Distributive Laws The union of one subset with twu Others Can also L
expressed as the union of their inteructions

A+{BC)=(A+B)NA+C) The union of one subiset with the wntersection of two
others can alsa be expressed by the intersechion
of the umons of the common subset with the other

two.
A(A+B)=A Absorption Laws A(A +B)=AA + AB = A + AB since AA = A,
A+ AB = A(1 + B} = A since B 15 included in 1
A+{ABl=A A+(AB)=A+AB=A(1+8):=A,
AB -A+B Dualization The complement of an intersection is the union of the
/ (de Morgan’s) Laws individual compiements.
A+B -A8 The complement of the union s the nitersection of the

complements.

Other useful identities are frequentiy used for simphtication of complex Boolean equations. Four of these are:

Identity Derivation
A+AB=A+8 Using the Distributive Law: (A + A) - (A +8) = A+ 8
A.(A +B) = AB Using the Distributive Law: A - A + AB = AB
{A+B)(A+C) - (A+C)=AC+BC Expanding the last two terms: (A + 8) (AA + AC + AC + CC).CC - C,

AA=0,AC+AC=CIA+A)=C(1)=C,andC+C=C.
. remainder is (A + B)C, or AC + BC.
AB + AC + BC = AB + AC This can be simplified by adding a term such as A + A The luft

hand side then becomes: AB + AC + BC(A + Al - AB (f + C} +
AC(1+8) = AB + AC.

GATE (CONNECTIVE) SYMBOL EXPLANATION TRUT.+ TABLE
A+8 The OR connective indicates that when one or A+8 OR
mare of the inputs or governing conditions 13 0 00 (False)
present, the statement wil be true or an output 0 1 1 (Troel
OR will resylt. Conversely, the statement wili he false 19 ‘T”m"
it, and only if, none of the governing conditions o1 (True)
A 8 is present.
A B .
The AND connective indicates that al| of the 8 g Ag[) (Falen)
goverming conditions or enputs must be present 0 0 (F atea)
AND for a statement to be true. If one of the conditions 10 o F el
A 8 Or INDULS 1S Missing, the statement is false 1t 1 {True) i
|

‘2

coo-0

(Truet

The NOR connective may be considered a 'not OR"
state |t indicates thet when gne or more of the
inputs 1s present, the statement will be false or no (False)
NOR output witl resuit. When none of the inputs, neither iFalse)
A 8 A nor 8 1s present, an output wifl resuft. {Fatse}
A8

- —-0Q'p
-O0O—-0m®

The NAND connective indicates that when alj of the
nputs or governing conditions or tnputs are Not
present, the statement will be true or there wilt be
an output When ell of the inputs or governing
conditions are present, the statement will be faise

8 of there will be no output.

{True)
1 True)
{True)
(False)

NAND

- —-—00pP
-Q—-0Om
(= IR - ]
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APPENDIX

C

REPORTING FORMATS FOR DATA COLLECTION

GROUND MISHAP REPORT

(Camplete univ apgiirenie itoeme)

I

4. OAl! ‘:I! ESE! ) .l=' '-.:l’g TR

[ o%cw. couC ¢ eaet oo TTine ARAT Be WiSHAP TYPE 3. 3EVENITY CLASS
OPERATIONAL D I3
NON-OPL s wae
9. MISHMA® CATEGORY ., CATE OF Mitua -
INUuSImIaL CoMeal fue “uv T Com, Cammiga | 6AR [MONTH [ Cay s OF whEs )
[LTALYY AL 1] YY Y} GMY smoRY/agCAN MISCELLANEQUS
» WMSHAP LOCATION *. WEATMER [_Inov s Pacron
On Bagg |VEICAIeR cLgam matey
ssow OTmeER (keplan)
roo

MSHAP INVOLYRD

10, LOCAL Timg

1o, LIGHTY CONDITION

[
NATUMAL PuENOMENA (Speeilp) [-YY2 NIGhT
*LOMON Qann Oae S0t
. (WRet )
L]
18, PEASON AEPORTED AS NO.
4 NAME, ERAOS AND S0an Be ASNEGNED OREN, B43E ANO COMOD €. OuTY arsc/ [O.saef,, SEX
400 SEmigs
maL g
riwaLy
». COMPONENT [(Inor arecicasct a. LTATUS !
1) MILITARY 130 CIVILIAN b0y Qm OV ors ovi
ar acvive | [ovnam us mil (Seeeiir) ose er aeem | Lgave e 1
|rORBIgmn wiL (Speciiy) rongian YOUTHIITY Enb.pCY smel |
", SRE.EXISTING PHYSICAL/MENTAL LIMITATIONS () nons 1. QFFICCRS Cn v !
a L cowor sarieue Ew0 TION AL “EARING [ Jsvasenr | Jowvscac @aaTrO 1
L/ien "x Owue oavas QTHEN (Spectiv) ~on.aaveo !
J. DIBABILITY CLASSIFICATION ) ieauny [ YT T G L1713 R, INJURY TYSPE 4 LOCA TION
(e Dany raTAY wWORAROAVE AEET, (Enter pno.)
[penw varaL TRYAY/ACL, WORNNDAYS LOSY /Enter Ao}
: 4.\;"' “, PROTRCTIVE EQUIPMENT
"eyseo 12) AEOUINED BUT MO T USED (Enter ifom ang swtherity) ;
", 1NVOLVEOD o. JO8 TRAINING By BAPRTY THE (ldontily g ornd give comploiian dotos) J
[ L{{$J%} 2EQUINGD s vg | OATE cOmPLETROD !
INPARE TL Y aggOVare (§] b d '
Qo YNSAPR ACT W, ACTIVITY AT TIME OF wignas
8. EESEAENCE W T TasR [ vEan 1 Jt-oveans T Tovews vgans
14, YEWICL L. AIRCRAFT AL POATRD NO.
A, Suy [N vEMmcLE ce SPEED Qo Y| &: wang f. Tvee
PCROMAL ERPENIK aytomaeILE sosvRO AcT/ReT
Pruv-Gov? agine “OTOACYELE ®. CITATIONS (SSUTD (Spetilp]
OTHRW
had e 11
n, vEMICLE ACTIVITY/ROAD SUAPACE ‘e OPERATION |7/ DAuast co9

On ROAD
aQr® A8a0

9.

USAP PROSEATY DANAQE

Qe TYSE/0GMEGNATION PAGAEATY DANAGRD

B, OWNE® (M4 CON)

@, PONANAGUAY 7O AEP IR

€. LAGON COCY

P, MATERIAL COSY

6, TOvAL CanyY

TOTAL B13MA® COSY

e B 1NaynY

0, AV POTY Qavaed

C. NON.AF POTY BamASE

D, TOTAL AF OO

17, MBUNCE OF AEPOAY GaTa

"o $4VE

8t B "OR/ ey
A0S, rove ongd 1itte)

16, VOAP PR

ATINE OFPICia

. (Type neme, grode ond ritte)

. hawATyuRg




AJIRCRAFT FLIGHT MISHAP REPORT

(Tv be fliled out jor pancipel arcruft insolved  $ppropriate ttems ualy snuuid de fled vut wnt tecundary aircraft |

1 MISHAP CLASS 2 ACPFY MOt & 1 DATR 4 UNIT CONTROL NO 3 ACPYT ASBIGRNMENTY /STATUS
sERiAL NO cooe
i d a Qe
i Jde 0 oesr
} PILOTIS) INVOLVED (FLIGHT CRE\NII
H .. QPEMATOR AT CONTROLS
' A LASY NAME, INITIALS ®. COMPONENT
; c. BOSITION IN AIACRAFT AT TIME OF MISHAP O NMATIONALITY  ACE
nwont saat] [Lerrscar] Jasanscar] [migur scar [1umr sear
7. MAICOM. NAF. OIV. WG, 5Q ASSIGNED G. MAJCOM. NAF. OIV. WG. 3G ATTACHED FOR FLYING
1
!
; . QTHER #ILOT
A LAST NAME, INITIALS 8. COMPONENT

<. POSITION IN AIRCRAAFT AT TIME OF MISHAP O NATIOMALITY €. AGE

P.O.T ICA‘{ [L(" SEAT [ I REAR SCA“ I MIGHT SEAT I JIUMP SEAT
G. MAJCOM, NAF. DIV WG, 30 ATTACHED FOR FLYING

. MAICOM, NAF, DIV, WG, 30 ASSIGNED

[ B QTHER PILOT
8. COMPONENTY

[ A LASTY RAME,. (NITIALS

|
|

€ POSITION IN AIRCAAFT AT TIME OF MiSHAP O NATIONALITY €. AGS

' pronvsear] [ierrsear] |[ncamscad [ nicursear| Tiumescar

7. MAICOM. NAF, DIV, WG, 3@ ASSIGNED G. MAICOM, NAF. DIV, WG, 3Q ATTACHED FOR FLYING

9. QTHER MLOT
8. COMPONENT

A. LASY MAME, IMITIALS

POSITION IN AHACRAFT AT TIME OF MISHAP
nont skat] | ckrrsear] [weanseaq [miGursear | suse sgar
¥. MAICOM, NAP, DIV, WG, SO ASSIGNED Q. MAICOM. NAF. OIV. WG, 3G ATTACHED FOR FLYING

- €. O MNATIONALITY €. AGKR

1. CLEARANCE
ROM To

| vew [ [iem | [uocan | | prror | o1mecr | [amwars T [nocieamanca T [wa
'TH DURATION OF FLIGHT 12. TYPE OF MISSION 13. ALTITUGR/ELEVATION

“ounRs TENTHS

14. PHASE OF OPERATION 15. TYPE OF MIBKAP

76 METEOWOLOGICAL CONDITIONS

O asprarLr ) concmern

SorneniSoectry/

Qvme Osmucareo inc Ornansivion
Ceime Son voe  Tvrm im imc CONDITIONS
! 'y AIRPIELD DATA APPLICARLE TO TAXKEQFS ANO LANDING MISHAPS OCCURARING WITHIN 2 MILES OR AIAFIELD
B A. PIGLD ELEVATION (/ cel) 6. COMPOSITION OF RUNWAY

€. LENGTN OF AUNWAY
Feeny

Q. MUNWAY HEAD!NG)

PROM RUNWAY /fren)

£. DISTANCE OF TOUCHNOOWN L4

SURFACE CONOITION

{QDomvy Dwar

OTHER (Specify)

9. LENG TN OF QVERRUN
(Specify)

" COMPORITION OF OVERRUN 1.

GARRIER

hddd ¢

']
Oves Owo

6 [wocavse |

weight. forcrd lamnding}

| S e
4. CONDITIONS APFECTING OCCURENCS (/17 evampie. 1vpe uf wisiriment v lghnng approech used. v 0sfPucnong. derrier wripeed. s

it ovsmr than 1oene el arv ttvohved () et Cpovcs aep o b 1gme mitarmaniun required vn aldittunal sheet tor cgeh

120




AIRCRAFT MAINTENANCE AND MATERIEL REPORT
Voo ANRCAART SEAj AL NuMBE® 1. wI331Sn LESIAN anD SEO(CS (WO$)
3. MISYOR|Ca JATa
ALECRAFT EFICIENT PARY [OMPONEST DR ATIESSQORPY
G1 8 FORCE ACCEPTanTl JaATL ~g.~
TOTAL FLIGMT w0 a8 samt o _warw i
Lag? OvEEmayL Care S AEFEWINTE I
OvCAMALLING 4CP1IyI Ty (Nawe g LoT) nueg {
“OURY $INCT QvEouaLL AELA] L
WOURS SINCE LAST $FeESULED INVSP, w0Rx L N'T CI2E |
DATE GF LASY JCHECLLED iM *LI710n o8 AFQUESTED [ es e | res 1 ~a
TYPE OF 8T SO JULED INSPIITION MOR S guITIFD _ves w0 *Cs , o
0ATE ASGNED PRESENT DB, woa s vaEn
NAGN, ‘RansSFLeRtp fFE0u e N vecw
ENGINE
¢Complete o Criuemn for esch Engine)
—
1 INSTALLED %0S1TION :
] ENGINE MODEL ANO SERIFS
ENGING SERI AL wuweCH !
TOYAL ENGINE wOUNY
N—
NUMOEN OF MAJO® OvERNAULS
MRS FINCE LAST WA OR OviRAmaAyY r
0ATE OF L&t Oviemaus !
OVERMAUL ACTIV)TY | i
DATE LAST 1NSTALLED ~
NQURS 2EMCE LASY I1NSTALLEID
! OATC OF LAST SOWEDULED INIPECTION
TYPE OF LAST SCHEDULED InSPECTION
. ruEL (Type & Octane Rat:ng)
i TR REIUESTLO
4. SOAP SAMPLES
(8nagine. C3D. Gearbon or APU failure of whech occusred or vas suapected)
tTEM AND SERIAL NUMBER
.
MOUSY SENCT ~oyRy 31wk
FElCRias faL 1cy|smjug |t cefemfaciac e nve]
a/n Qi CuangGE /% Q1L THANGE
s. OAMAGED A|RCRAFT
(Puenioh complote damage infarastion under Tab "L'°  See AF Form 7110}
SAMA 0 A »
fAmAGE 7O Arecaart MANHOURS T3 AEPLIT COST tEsTImaTE!
O otsteoven on vamseo stvomo tconamicar nerain
D SUOSTANT 14¢ D uNon G LESS THAN M(NOR QR wONE
FTRE OATA 1
‘- (T bo conpl emplocion eccure. net recviting
froe ground P - Probodie or K - Kneon, :n aqueres)
A WATERIEL FAILURS CALSING THE F1IRE 8. IGNLTion soyect <. TIORUSTIALE MATEAY AL
secrarca sr0PUL 31 ON tLecTeica et Sy, cango “roseucie
(L2041 ] SYSTen sYSTEw iy fLurp
el r—dr—— - . -
UL SvsTEm oLEED ave sPugumatic cragn (Specily) CLECTRICA, 10e LusRICaTinNG
T sSYeTEN SULATHON 11N
“YSRAYLIC otwee (Specsiy) PROPUL S 0N cxriosives Qrege
sYeTIM (3234 L] ¢ Soecily)
PuEUNATIC PLLEL ] oLEED ate ULILTL ) ruts PLILTL ]
A2 34 (]
L LOCATION OF INITIAL FIRE
angen jrensat Kngwm [PeohabLE Enown  |PRopam g
BAGOAGE CONPaRrTRIN? APY OF fIffeaLl anee, weLL
088 sav FORGARD OF rimgeaLL CA8r0=P RS SFNGEN COMPINTMY,
CICEPIT B8 CREe g aNTFe" ancegy Pag grugs (Seeesfy)
(aing SECTION TIO, MitL e elacs Cwamgew ! |
.. MUSCELLANEDS CuEmicaL EXPLOSION DATA
Engen JOR RN . TwOeN 1Po0Ram
(NTENSITY QF (1PLQSINN 885 SuFBICIENT 10
L 1GRITION OCCURRLD I1® am Cx® 03)ve -
ChuUSE OR SPPUICIANLY “ONTRIBUTE TQ ime
WANRCR PRIOR TO 4,00uad I1WPNCT, TN [Ty
E CAPLOYINN OLFLANEY AFT(N P GEAPIFASY rON (WP ALY 1Tl R4 Nt 9 L ily)
: EAOLACTI AN Arr @BEN CLBRFQUINT 71 R8Tt as 1ularT, NERASN I8 wAT -’vu;n Lr




1. PSYCHOPHYSIOLOGICAL a0 EMY(RONMENMTAL FACTCA.
INSTHUCTIONS: mplete on oll occupanty of eircreft, PaASTS OF wiSwas FACTON 1mPORTANCE
2} injured persons. nd all pe ne possibly cone 4 - acciOfnt B - OELFimIVELY
tributing te the coyse of the mishep. Supervisory €+ uscarg comTRiguTED
fectere attributed to pervens net in the suiccrafn [N ~e 9 ¢+ SUSPICTLD raCTIE
s d ther 1hould be re- L I vay (lae fudes ® . rFoNDITION POC3ENT
» N in primery controi of the achute londinge) BUT 040 WOt CONe
elecrafec. Vectere cantributing te injury during & - agscut TRIPUTE YO0 ace -
aideair collivion crash lending ditchings, ete,, OINT 08 1n ey
. d Use
codes at cight ta sthow oniy these fectors prevent or
eontributing in esch phase,
FACTORS ATEJLISIR FACTQORS AJEJL]S!®
1. SUPERVISORY FACTORS VISUAL ILLUSIONS 13
UNCONEZI0UINTSY s1a
1NADEQUATE QNI (7 ING 191 C1SORIINTATION/ VENTIGE (k) |
#£D/LL0 ON FLIGHT DEYOND CAPARILITY 102 wYPORIA e {
POOR CREY COOROINATION tny WYPERVENTIL AT ON XX ;
oTnER (Specalv} 198 OVSQARI IW ora
CANRON WONOZIOL 20130NING 019 | !
808 C00w 00 | !
2. PRE-FLIGHT FACTONS |
INATTENT ION o |
FAYLTY FLIENT PLAN 109 CwanngL ] 2ED aTTENTION 21 N
FAULTY PRE-FLIGHT OF AIRCEAZY 202 otsTRACTION 413 \
FAULTY PRCPANATION OF PURIONAL TOUIP, 10) PREOCCUPST 10N Wi TH FERIONAL PROSLENY 820
NURRIED OKPARTURE 104 CACLIBIVE NOTIVATION 7O SyCCERD (Xx1)
0ELAYLO OCPamTyURL 108 Qveacan? 1 otnce 020
(NADEOUATE SEATHER aNaL¥IS 106 LaCKk OF SCLf-COmPiDENCL [T}
QTnin (Smeaily) 199 LACR OF CONZIDINGE !& TQuirwEnY 20
APPRINENS 1ON (X1
PantC .30
3. EXPCRIENCE/TRAINING FACTORS
oregn (3pecly) (11
INAOEQUATE TRANSITIGN W0
: LiMITEO TOTAL CXPIMIEINCE 301
LiwITE0 AECENT ExPERIENTE 103 ]
.
PAILUAL 70 YIL ACCEPTED PROCTOUNLS 0 7. Envi TAL FACTORS
eTRER (Speciiy) 3199
ACCCLERATION FORCTE. (N« fL EnT 10t ]
ACCELENATION FORCES. (MPACY 102
4. DESIGN FACTORS
ofCour REtian 103
OESI18N OF NSTRUNENTS. CONTAOLS 40 ¢ vigRATtON 104
siriLl ALl L AL
LOCATION OF (1NSYRUMENTS. CORTROLS 402 aLang res
PAILURE OF 1N3TRUMENTS, CORTAOLS "3 Swou¢. fumets. ive. 106 |
r_e&_’c' Lienving 404 “gat 07
——
SUATAY LIGNTING 408 coLe J00
LIGNTING OF QTWER ALNCRAPY 406 PIND GLASY 0%
PERSONAL EQUIPMENT InTERPIAENCE 407 VIS.RESTR. « EATHER, ~alE, OARKNESY 710
—
PIRUIPACE I(RCONPATIGLE 93 TW Man 408 Vig.NESTR. < ICING, 9INOOWS FOQELO, CTC, 71!
atuen (tpecifly) 499 VIS.ACITR.-0UST, SMORE, CTC.., IN ACFT. 712
SEATHER, GTWER TuaN VISIEILITY 2CSTR V1D
. Tnen ( Sposily 199
\ 3. COMMNICATIONS PROSLENS AL ) 2
WISINTLAP NETLO COMMURICATIONS 301
P1I8UP TED COMMUNICATIONS 308
8. OTHER FACTONS TO 8L CONSIDERED
LANGUASE Batmi (R 0y
NOI IR INTERIERENCE 100 MABIT INTESTIR.. UIED VROAG CONTROL 00 i
STER (Speciiy) CONIUSION 0F COmTAOLS. OTmee 01 M
Wt SAEAD 1N TRUNERTIE) [TH |
(LI
S, PIYCHOPHYSIOLOGICAL FACTORS WIINTENPRETCO INBTRUNENT ofs0 NG “0s
. WiISLEP OV FAULTY ImgteumEnT "0y
7040 PaisanInG e VIigUsL SEITR, OV qeuiP. STeyCTURLS 806
WYTeOn SiCuniss (11} rasd OveNsalyuRartiOn s0?
GTHER aCyTL 1LL0EYS 403 1MA0COLATE COORDINATION 08 Tiwing 0 L
GINEN PRC-LaIITING DigEasE/OCrECY w13 u06L0 I9LL0 OF DiSTanCE "e
St t-noutit1y 009 SELECTIO wONE COuUNIL OF 4acTion CXX]
wangovle 00e CELAY 1N 740 1m@ NICLSSARY aCtiam L AR}
SLEEP OEPOIvArION, 7afigul (11 vIOLATION OF FLrGuT D13€10L1Ing (XX
P4710ul, OTut® (11} waviGalioma, (fena ey
93980 mlor s 40 1MAQVERTINT Qe $ELE TNOUCID e
BOyCS PACSCOIOEID fv wIDICAL OCTICLS o TMAQYERTINT A0(e wilweniz oLy 180Ul 019
BOyGCs. OTwin [ Ttute t Seeerfy) 1Y}
SLCOwOL “"e
mat OF (WOIVIOUAL [T

122




PERSONAL DATA
AOLE OF THIS INDIVIODUAL IN THE CAUSE OF THiS ACCIOENT
9. CONTR:BUTING Q- uONE

] 1. rass. | TR T [ reee. | 1. voss. " . unaNOEN

(A8
1.

‘.—J‘ILM'. T

€. DUTY ON ROLE AT TiwC OF 4CC10ENT
2. SACHGROUND DATA (Comeicte for all 9ilote and others ohe poosibly conterbut te o 0p.)
RSP 0 A VBT SR LS 3:23.“‘”"" A IR TYPE OF LAST LEAVE TARLN
LIRS 3. @CENLIST. [ use.gt ¢ - LAY (e,
3. (weag. 4. CrAOUAT UM LESCENT 8 - uninOwN
[ ﬂvl or ll' 1] €. WOURS L08R Ix LAST 24 . MOURS FLOWN N LASTY 4@ S. SOBTILY FLOWN 1w LAY
FLIGNTY r.“ nouns nouas 14 WOoURS

W, SORT(LS FLOBN 1N LABT o0 I, #QUAS SOANLED ‘N LAST 14 Je MOURS RORRED 1M LASY 40 R, #OURS SLEPTY 1IN LaST 34
noues ouns noung nouns

L, NOURS SLEPY 1N W, OURS CONTInyOus . connuuouu 0. ugues dua . it 1N COCHOIT
LaST 48 noyeg QUTY PRION 1O WiS. K¢ PRION LASY uur nlooo ® TO FLiGMT
nAP (Nra., Win.)

. OATE LASY N, OURATION PRCYIGUS
pEFH A FLT. THIS %0OKL QEPLOYED veiT3
3. 0aTU GEPLOVED TURG 0avi TH aRea U, iRl SincE GUFLoY-
ny

3. PHYSIOLOG) CAL AND VERTIGO TRAINING (Far oif peresanel)
7
TYPE OF THAIN(NG 4CCOMPLISNED PLACE TRAINING ACCOMPLISHED CourLetto oLt
HON TR vYCa® LIRLTYd

ANTHROPOMETRIC OATA
0. $1TTInG nEIGHY nches 3. WTTGCR-UNEE LERGTN (Tnehae)

4.
A, OATC OF Siatn (Daep.Menth-Yeor)

0. wE16nT (Inchos) €. Thuna wlicut {Inehes) M, LE6 LENGTH (Inehes)
. wgtent (Ldye.) F. FUNCTIONAL ACACH (Taches) 7. SMeuL ™ (81BELYOT |
(Tacheg)
’ $. TOTAL YEARS OF FoRwaL (ouCATION $. GRADUATION FROM UNDERGRADUATE FL1GMT TRAINING

(231 | bare
AVIATION SCHOOLS ATTENOED SINCE GRADUATION (Inciude dote of complotion)

7.

8. FLYING EXPER!IENCE
(Ateonn copy of iadividuel Ilying enperience oo sutlined oy AFR 127-3)

C. TOTAL TIME THIS AINCAMSY

M. TOTAL FLYING NQURY (lnl-‘u. AF tiame, e¢tudent and
other sesreditod

v Ty
0. TOTAL SLATWER (NSTAUNINT wOyAasS

‘
I

€. TOTAL JEY Timg

lnv'-':g'v'u -‘-'Jov“:n. 18 pavs 00 DaAYS 90 Davs rtetas i
t. LN <, n,

ALL AINCNAPY !

V. i, L. 0. '

THig aIRCRASY 1

)
G- ] . v:

YORTILS Twi g
Coary

? oo TR BAYC o7 \a3Y Enrce . arae
! S, 1esTRUNERY T smesiCiCRCY S 1uany
WY
9, AVIATION SERVICE CO0E ANN FLYINA ACTIVITY CATEGORY [1A/%, 'y/Y, ETC.)
CuRnger 0.
*8¢vious roow 10
PELyrays hdidnd . '
(211 %} M teow e
* Nset OF (n0rvIOUaAL 1548

! & Por rele im aisnep (J1em 3), the lojleaeing cedes wil! Ne uoed)

i
8 .Me joperionce 2. Tratning pavarbiy Neiped 4.Laed oF training possedle lacter
F - Lacd o) trasning deltnrre foctne 9. Unbngen

t.Training definetely Aolped

123




LIFE SCIENCES REPORT OF AN INDIVIOUAL INVOLVED IN AN AF ACCIDENT ANCIDENT
SECTION A, AIRCRAFT ACCIDENT/INCIDENT
(THIS FORM IS AFFECTED Y T1IE PRIV ACY tC 0% "3 SEF [ AST PACF)

I. FLIGHT JATA
B [] . at 2. CABIN ALTYITLOL 4T T wg E] -, .
IR O 5/%Scatine¥lrees; 2C.0 CONOITiONS
(Paet)
G.CLtan teg.LBCARY
. * 14 .
3. TINE AT CABIN ALTI TLOE S-umctecas [ SR N Y )
o CICTAI T Tecoruge « soeasry,
4 n anN0 U 2T 2L0U09
4. AMGIENT ALTITUOE AT TiML| g TIME AT AMBIENT 4 B LYE{-0)
oF (uEnetncy (Feeae) us ALTI TUOE
= ousy FICTIE ¢ 0rgTINCT 1-08scurCd
0-0Tugm ' Spec il
'
[N PLACE N FOMIATION .
- SINGLE AIRCHAFT [ LL-L(IO [ l---mc 9 T.8ATISN OF CLIGWT 1
viotnts (Soecily) “n.ay leinuTes t
: ‘ J H
11, MEDICAL INFORMAT.ZN
1, DEGREE OF INJURY T Dars =0%®rTaLlEs 1. O0avS v QLaereRg
Seui i
T-wissing
. . L]
1 wont 1-usson URERONN | 4. $AOUNDED-OURSYION ‘Ders:| 8.  NCONSC C_S.0UP
uous winuTLS
t-winoR deraTaL [ B YETTTYS
T INJURTES INCU 'EDTAWG PR g 79 namercialuce +~d cocing Jor Veruew end
Lee on of [njury (Line i Alto indicate and code Lecatien, fofol o] 3
Phage of Wiehap, and Puou-l (Luu J) - specrfie ineteuctions
A. MATURE AND LOCATION
§. AxTEENAL cAuSE
C. LOCATION, Pwast OF wWisnirs. and P e0EL(uS
A. NATURL ANO LOCATION
¢ Q. CaTganaL Caust
C. LOCATION, PNASE OF GISNAPS, AnD PB0BLINS
A, NATYAL AND LOCATION
0. ExTEANAL CAust
€. LOCATION, PuASE OF WiISHAPS, Aw0 7838( (S
4. NATURE AND LOCATION
9. IXTEANAL CAUSC
€. LOCATION, PuASE OF WIINAPS. AnD PR0QLEue
A, NATURE AND LOCATION Ji
9. CxTEMNAL Caust '
€. LOCATION, PHASE OF MISNAPS, N0 *R30LLVvS ‘
7. LABORATORY TESTS TISSUE TESTED METHOO L SEO LAB TESTING QESULT CCOES (Leove 7 ams
CANGON MONGE!OC
AL COnOL
LACTIC ACrO
oTnga (Specily) l
S— _l
. RemAY MESULTS
P, CISEASER/OCPEICTS PREIENT 4T Tim€ OF wMISual NEMCD P J1SCOVERY AR1LERS (As applicadie)
(LIS E'C' wWwrTIrsy] sruge AUTHOR TV I8¢
Slagmes s Puvy Zach oy s
i
1 !
10, M)TOPSY CONOUCTED BY Ty VATERIAL S OWITIED TC AFIP
[ ] 1TaRy 9. wout
Sitnaiosier rorient syasgan 3. sictuaesy
. 1. aUTOPSY QIPaRY
C-CrIviILIan veatnge E
00088 TISSLE e nEe Tissye
3
aTueLOSI ST o
19, SEMARRS OGN COMTIRUATION OF A9OVF

VE. wywen SCLIARILITY POSITIAN CANTBALLT D
) e g ~o Cecirn
| ning 0F 1NQIVIOUAL XYL CATC Of wilnaP

88316880 une ? DAL Q7 assiGwwint aast ‘L wwan~

LEAVE AL .«

Y ore

M10repr T wps LIE AT IO T T R LA TR




VA

. TRAINING RELATeD TQ TH1S ACCIOENT ' INCIDENT
Atsc(orolh") TRAINING NaVr 2F ZQuASI Qe Ay ! R RS S &M 54 . LLAS RGN - L AR L 1
: -~
L
V. PERSONAL AND PROTECTIVE EQUIPMENT : Speci ‘v o/ epplicadler items of equipaent
on appropriate line and 1ndicete 8ll types 2f clothing an1 sy other eqguipment thet influenced 2poration)
; l
NOMENTLATLURE AND age AVl b 01s- I
1TEM [ MOOEL OUSIGNATION :uueo! g S0 Eenes | Qadig | LIST | raien seoBLEYS
: . i |
HEAD PAOTECYION N ! | i
£YE PROTECTION i i
CAR PROTECTION ! .
BREATMING AID ' R
| CLOTHING woRN f ; i
GLOVES H ‘ i
FOOTWEAR |
8ODY AUSTRAINTS 1
COMMUN I CAYIONS |
SEAT R/ON OTHER SQUIP. |
€scarg : {
. TYPE WARNING | SSUED I
f otuge (Specaly) H
Vi, VEHICLE/EQUIPMENT
wARE wooEL NQ, OF ponws INSPECTION CERTIFICATE
TINTEOD RECESSED STEERING oaTe
PA
DOED 0ASH WINDSKIELD wMEEL wrLiany rvie
{ 1-ves | [ om0 | [ i-ves 0-w0 | [1-ves | [0-w0
WECHANICAL CONQITION (Indicete by () Satisfectary or (u) Unsatielactery)
A*DRARES §sTinES SeLIGHTY 0=STOP LiGMTS
C=OIRECTIONAL ciGNALS FoACARVIEW MIAROR GeEXWAUST SYSTEM HoSTEERING UECANI SM
JoW/8niELD Wi0ERS veOTuER (Soecily)
Yil CAUSE OF INJURY OR DEATH
A*STRUCR STEERING COLUMN GoWINOSHI ELD CeviSOR D=0 SPLACEY “BIEC”
€2 DOORFRANE FeINTRUDING 00JECT G-F(RE e OROWA £0
) JePEDESTRI AN STRUCK . . MegTRUCK SLSVERGED
»Y venicLt ReLxrasuae LoexProston oesect
YoQTHER
Ville ACCIDENT AREA ANO CONDITIONS (Seecify all spplicadia items)
714 oF 0av(Lecal) I-DA'I 1eNIGHT I I J-LIGHTING r 1= SATISFACTORY Qe HSATISFACTORY
TyPE OF ROAD ROAD
SURFACE COND 1 TION TYPE OF ROAD CONF |GURAT 1ON WEATHER
1-concogTe 10y 1o0NE LANE 1egTRAIGHT TecLESN
2°MACADAM 2=1CL 2o TWO L ang iecuNvE 2 CLCLIY
P LIX4] Jewg? JoTHREL LANE AL T T YR
4°L00SE GNAVEL ae SNOW A4FOUR OB MORE L ANCY 4+ CUNYE AND pank aegnOw
Se0I 0T 9o SLUIN 9771 VvIDEY "Cw LauE S INTERSEC ™1 2N SeSLCET
(L) 4201 VISED I0OF Tman t-r0C
190 LANE Tenmalt
$eOTHER ge0THER o0 THER -0THLR 9-0TMER
aquanns
i
JXe COMMENTS

D T T N B N A

Twig SECTIN% 17/ L Ir3 MIZICAL, PrRCONAL aN) €7.10 ST ACIMINA TW THE APCITENE aNf/
ON INJURY CAUSATION. THE ANSLYSIS OF ALL #ACTORY A: MEQIZAL O'CICERT, 41Tu APRIOPRIATE 33 COVUENTATIUNS RASLD N
F10gT MAND NESCUVATIONS (4 OCIMEA, (8O IR “w® (AT St A" o 3F A°°1 1 PIF3 20 ARE, )00y 7 WD IIPOR ML PERe
S0WS POSSIOLY COMTRIGNTING 73 Wisuep, ] (Conltenue un additinnal sheet 1 f necrstary)

nate

HeNE AF 1N INID AL

125




V. EGRESS « SURVIVAL GENERAL (Complete tor a.l individuals)

I. LOCATION IN AIACRAFY

[ M CACRPI* OF PILOT S CAUPIRPuINT

Qe0em 3 (4radq ( Ios,

ind. elc.)

NAVIGATOR S,/ PNGINEIN'Y CIuPagTUENT

PASSENGIA'S COUPARTMENT ( Sungle dech)

REASONI(S) FOR ESCAPE
(Mere than ene way owpiyv)

PASSENGER S COVWPARTUINT TUBpor doecd)

Qa0 NI/ L0PLOSIIN

s°08°F8 Jweace

PASSINGIA’ Y COMPARTUENT (Lover docd)

0-,083 Jf CaonTBOL

9o eous0 steuc, jweact |

« OTHER COuPARTMENY

C-tn@Ing FarLung

J°LALNCH FoiLyng

* COMPARTUINT LvnENOUN

8-FPyulL fruaustion

WeaRBESTUCNT TR yNE

. LONAIT. DiNAL LOCAYION

Ll-gltuclu.n; (RIS 1}

*cQTHEN

$CCTION J. ASY SECTION

’

FuniD-AI N COLLISINN

I unaNC e

3. ctnree secricn s, 17CTI0N ynEngww LR COMM 4 ICATIONS PRICE TO ESCAPE
C. LATENAL LOCATION 1eQISTOESS SIGNAL "HanSwI?T(]
2. CEnTL® $. RIOnY FePNGITION Fi8 THANSWI TTED
4. \LFY S10¢ 9. ynEngee J-(wEBGEuCr (78 { Wanual)
0. BINECTION FACING As(uCRGENCY 177 (Auiemptic)
3. si10ewang. Pryunanoen
9. ynunOeN | 0-womwe
€. use oF sear 9. NUMBER OF PRE.1CUS
6. 0T In SEAT 2. suUNR/LIPTEP £.ECTIONS CWERCINCY Pabs. O'mi® PaBACHy TE
Cnu e JumPs iRy
1. im SEAY 9. yagnNOwn
2. METHOD OF ESCAPE (Nere thes eone mey spplv)
8 I-ﬁgﬂ\l!n(’ (Free ol gqurevalt) 10. TERRAIN OF PARACKUTE LANDING/CDASH SITE
= 1-ATTANP 7L0 (Did et clear aicaralt) (Mere than one asy sowiy)
= T-yntnoNn 17 ATTEMPT A3 waD( A+0Pgn SFaA ws0fngl onO0S
: l-uin!u. SUSPECTED CJECTION A-LARGE LanC NelN TRCES
C' O+0LFINITELY NO? ATTEWF TRD C-miven T=tulayce TaLES
- 1o 4CCOMPL 1 IMED ( Free of ssreralft) 0-0LIP warvin, OTMEw PeBavint STLEP SLOPE
§ 2-aYTENPTCO (Disd net clear asrcralr) CogmaLiL 0w warte Q-n0CnS
i ToyNnngUN IF ATTINPT e4as waltl . 2-0¢CP SmOW R/ ngaA® FIR(RALY
Seynungen., JUSPECTED BatLOuT GetwICR I1CK $~0C3gar
. 0-08PInITELY NOT ATTIMP 74O NeMARSN/ SWAMP/ WU GePLaY
A+STANGARD (MIRGCINCY CaOUwND LERNCYS lom SROUND Lountnoon
32040 ROT L3CAPC 1+307T GROUND YeOTHIR (Descrbe)
0-8817 UNSSSISTEO (Other thon standerd A-9uiLOING VoNOUNTAING
= eswrgeney ground egrese) © - SUmEAY7OVEReUN
E S 1E0/AS819780 OUT 1", AIRCRAFT ATTITUDE AT TIME OF ESCAME
S=SLOON/ THAOSN Oyt (Richer an Flight ar ofter craoh. ditehing, ote )
. Sounangen 1 _T3CA7E ACCOoWSL)Sute 1onost ue o.wost oown otgects
] $+LICAPE. NETHOO ymmngwe
3. INTENT FOR ESCAPE
Ve@IGNT Qang O=LEFY Sanm otgueqs
Jeerurent, [ | t-ummrenr. [} seynawoew
4. €X1T USED A-n03E 0OWR SPim
1°noduaL ERIY (Bsect an olter bDloving conepy) Q=rLAT SPIN
1+ CmERGINCY Cx1 T C+ORCILALATING $Pin
SongmeaL (N1t (Threugh conepy) V0044 ING
S0 TwEN T TuNeL 1ng
9 < untnown . DI INTECRATION
9. COCKRPIT/CABIN CONDITION AFTER IMPACT %e tnveBTLO
Oon0 'Anic_l (Othvr tham canepy loss, ete.) ey IWING
1 in0R Otmagt (Delinitely Na 1-STRAIGRT anD LEVEL
2=-REASONSOLY 18TACT ¢ Prodabiyp A Tounanoen
N4 00 0ANAQL ( Prodebiy net hobitabis) vegTuER

|9 vnmnown

12. EJECTION SEAT/PARACHTE TRAINING (Not roquivred fer possengors sho Nad neo o

rtunity te Pecepe.)

TYPL OF TR

1] TOTAL wBg, in NG GATT OF LAST Tng

oLt ILEAYE BLauAY

Leetuney/
HuensTRaATIONS

'Vie the Teile codeo to

vole training playeed
1n thes orabap.

estuie tieCTion
8ar

aAui® 3car
‘% Tome

"

1eg FIL09

(Laddd

NP Scnony

ornen ( Spoaily)

0-n0 1wPORTINCE
1=-1RAINING OCFInI TRLY wiLPCD

1:70818186 09910 Y utLPLO

JLACH OF TR21mING BETINITELY
s ragton

r8atNING POQIINMY

ST I T

126




", CJECTION OR BALLOUT (Comploce for all inflight escopes ond ojections;
T.TIME FAOM OMSET NTIL ESCAPE ATTDIPT MAS iNITIATED 10 POSITICN OF £ ECTION SEAT AT TiME OF EJECTION
wouns Twingres . $LCONOS teruls P 1-fuLL OOwwn
2. OELAY IN INITIATING ESCAPE OUE O I i mTEBUI0IATE P03 TIO $-UNR/KOT APSLICABLE
1. ATYEWP TING 1 Av0I10I1NG J AvG(DING " METHOD OF SEPARATING MAN FROM SEAY
T0 OveERCcowmt . Lareo LI TRRNT 1N §
2RO LW A MLLLIL] 0:010 oY tesar 1:300m Tantoys
4. gatnIng 9. L0%InG 8. LO%ING $eraadre $eransron TuesL ine
aL T Tuot ALt Tyot Al&gPreCO T 0Tnes
1-Pusuto a-PLR3ONNE
TSI T UNRNE eN SELr awav ‘tw':
3. TENAAIN CLEARANCE AT TiumE OF o unanORN
(SCAPL (Peol) PARACRHUTE OPLNING | AtREPECD oT timl OF
(Feot) HrHH 12 TYPE OF SUAT SEPARATOR
HIAS 0-uont 1 a0 TaRY 1-9L200€R
4., PROYECTIVE MELMET MELMET VISOR LOWERED P amacuyTE 4 SNUBBING 1~é::;tHVIIU_.
rut R MH oyt siaGLE 13 METHODS 2F DEPLOYING PARACHUTE
PAED Tu’-'- ves] S5 | Nalviea] 35 {00 O-Naw otPLoveo 1TauTIMATIC tiueR
SEFORE KNERG. t-angaoi0 3-0ALLISTIC DEvice
DUNING CGRESS 4-JC80 Lanvanp $-87aT C Lint
uz.’_h SeANUALLY $0TuES
CHIN STRAP PASTENED NAPEL 3TRAP FaSTENCD P -unamOwN
SeyYGLY wueLY [ PARACHUTE OPENING SMOCK
v}  Joeno]  Jpuel freves]  Jo-wol  [eouna O-mEGLIGIBLC t-wO0f 8ATE
L] 2ERO LANYARD 1-sevent P ounENOWN
A. wegn CONNECTLD 1%, PARACHUTE 0engE: 1ewg O
OSCILLATIONS ierag | grarg | IT3EVERT] 9cuma
QeavaiLanit/not 1+PRION 7O EmCAgGENCY
CONRECTRD A, QURING QESCENT
8. oue [
2+PR108 10 L3CAPL SeT1ME UnENORN QURING LANDING
DURING (MERGENCY 16, PARACHUTE OAMAGE (Grve nvaber)
A — ——
G+NA/NOT AvaiLaBLE 9 - UNENOwN JEVERED 3»A0UD L INES TOMN PANELS. wa,0N
.. SYURVIVAL TACTOR
. T 3YTNG VIRTLY ~ FARELY. wiw
“NOT & FACTOM ' N 1. ron
SuBvIvaL FACTOR (N SuvivaL
17. CAUSE OF PARACMUTE OAMAGE
1+wey & racTon 1w 3-7ACTON 1N NONSURYIVAL
NONBUAYI VAL V0P ENING 3M0OCH 2-CECTION QAT
6. AUTOMATIC LA® BELT RELEASE 1-FOULED O AImCRArT e-ving
Sv010 nOT T-@MCLESSED 2-0P Yt T-oTwCh (Describe) P UNENOWN/ NONE
. ortn an AUTO. A8 wANyaLLY
fqLEASE a¢ St oNED
3+0P¢NEO Teworv [SULL d-ynsnown 118, FOUR LINE R A . . - .
4TI ) 2oy e 8. FOUR L INE RELEASE 1eves 0-u0 N-PaRT LY | P-una
TENTLY ~ECTLD LEAICD LEased ATTEMPTED
7. NEMOVAL OF A)RCRAFT CANOPY Sycceeotn
X INTCnt STOPPEO OSCILLETIONS|
T rernvenr. T J2eummrenr. ] Jo-unemoun $LOWLO DESCENT
®. tNITIATCD Y PROVIOED STEERING
1oty 2- ANO THER 2-aTutR/ 1. OIRECTION OF ORIFT/OSCILLATION
tN01VIOuaL 1RO VIOuAL uNENG N FACED AT CHUTE LANDING
C. AluQvay tegiRge LY 3-Quan (L]
9-0¢7, %07 ATTINPTED 1o 8CCOMPL I SNE G racine racine
14T T1EOTLO( Unsuccess. Jeymm (F ATTENP T -
Lo te yma_ NP TCO . :u-:vun-c "“zzg',v 9 -unanoww
°. WLTHOD OF INITIATING AEWOwAL ° hd
1=alm SC3Y/LEG BRACE 1-6aCC CuntaIn 20. LAND ING CONO' TIONS
30 % 1nG . NUALLY UNLOCRED .. (“z‘l\)-' UNOLN FESACHYTE S, SuRTaCt wing (Lnete)
9 .
9-gxteamay romce o-othes (Descsibe)
feynanown ¢. 0NAGGID BV CwuTe 6. Or3Tanct ORACELD ( Yorde)
[F €JECTION [reves | [ oo
.. INTEN? 2. PARACHYTE LANDING POSITION TECHNIQUES
In-n.v"no-n L ]i'\,!ll'ln'. l I’-u-l-onn . 0-COULD wOT sCL TeLNON NG ant Al
9. INITEATEDS OV 2:0000 189G ONEN -0 TuER/ yuanOwN
VeTwrs s-0tuge . 1erELL WL IQuELY 1-feLL eacawano
N0 VIBUSL UNENOON J=ttyy FOSwaARD V-0tut @/ ynangon
. c temysCLES 'iwsgl T-uwy3cLES OO0 TEwS(
teldBw BPSP L (0 ARSAY letart CueTaly 1210~ sfLANID AAACTE PRVIYY LY L)
1e0 Menc, drqt 8l SrQuineg n ! sre #nc tion 2emnwrfe LOCRED
Nejulag (YN 1) 30848 (% Pane Pog,t. VATl ® I qandon
Towr i maNIr Ay i 00y $:0'HIR ST 0naL OO0 Q7 DIPLUYFD nEFnul L asDINeG tevwgs 9-w0 -yue
V- Laantey s <i-Syiver as?
’ RONY P05 . Ti00 3T £ LT FERNTY: ’
(B9 < oparad ta the . pr el pusition € 1100 ey
R ] -11-:. -r-.'f;':f- l ”..'L b-"—:"..:-b.-'“—- ___"'._E-w_'l_l_g_lnn'q LAY 3 A4
1en® v iwae i 1 1 LNt it LA L I I
. 1 L‘ M L ree vy
i
d L
1 R
. —— e e 8 [ ..._-t_ —— o e e -
' . e




Lot i ad

USAF MISHAP REPORT
{Fi1l v all apaces eppl.cable. Il additionel epace 18 needed, uee adaitional sheet(s).)

1, 0ATR OF OcCuANENCE (Dey, 3. vERICL. Rio) O MATEA L, 'NYOLYED ‘Model 5. FOM GROUND ACCIOENTS ONLY
Mont! oav) dovignssion and seriel ne, tf espplicable) rBese Code and Ropart Soviel Ne.)
8 BLACEK o"occunluucl srarg. c'ognrv.' gu;l:cll. A‘ub.ctll'cng: :::u .. :ou: AMD TimME ..
NEAREST TOWN, 1P ON 1FY. 1P QPP 84 IVE OISTY AN ™ ONG LOCAL
e Dear Duenr
[ oawn [Jouem
7. ORGANIZATION POISESSING OR ORNING VEHICLE OR MATERIEL AT TIME OF MISHAP
MAJOR COMMAND | BUBCOMO OR AP ALR O1VIS10N "nne sRoum 30 OR UM Y RAME s 8408 COOS
~
9, Liet orgeniseiions of second vohicle, il they dilfer lrom Item 7 ebeve)
e

0, ORGANIZATION AND SASE SUBMITTING AEPOAT (Do net sbireviare)

LIST OF PENSONNEL DIRECTLY INVOLVED
(300 AFR 1272 (e specific instructions)

R ossnxe Joavs cos~
LABY NAME, VIRST NAME, MIDOLE INITIAL YY) "wan e ariioe | msuav? on

(Uee Abar) TY oMLY

4 (Raree opplicabie lerior(e) in DEGRER INJURY cohamn. Nenod¥; Tomperary Totol-TT; Pormonent Porttat-PP; Pormanont TeotabPT;
FoatailF; Miasing-M)

19, PAGTUAL SUMMARY OF CIACUMSTANCES. GivE A DETAILED MISTORY OF FLIGHT ON CHAQONOLOSICAL OAOER OF FACTS AND
€ leuunnne ! ﬂ @ TO THE MISHAS, THE RESULTI OF INVESTIGATION WiLL O COMTAIMED INM THE “amalLYNS PARTS
OF THE YRS OPF AND CONCLUNONS ORAWN FROM GRAL OR WRITTEN STATEMENTS OOT MINED OMLY 1IN THE
INTERESY 0’ I.‘”A. --Ivcnnon WLl NOT §€ INCLUDED o THIF SysmARY.,

29, AUTHENTICATION
CENTIFICHTION O (THio) | ?rPEO naug 4nD gRa0E NanATYRE oare

128




|
APPENDIX D
3
] SAMPLE FORMAT OF SYSTEM SAFETY HAZARD ANALYSIS
: . SYSTEM
[ SUBSYSTEM
COMPONENT
HAZARD/ CORRECTIVE
UNDESIRED PHASE CAUSE EFFECT CLASSI~ ACTION/MINI-
: EVENT FICATION MIZING PRO-
! VISIONS
Descriptive Program Events which|Description|Hazard Description of
short title phase in Create of the which de- |action taken to
which the |hazard effects of |pends on eliminate or
hazard may the hazard |[the minimize and
occur, e.g. on both effect. control the
personnel . hazard. All
operation, and equip~- Ei‘;r(s:t] cot safety design
take off, ment fication requirements,
climb, of hazard safety proce- .
return cor- |pilities of
to base, ?:yctive occurrence,
landing i or safety devices ‘
actl : 23 used, and any f
TURILZING | ey signifi- ;
provisions. | .= o i
The secand |y ien to mini-
col. is the mize and con-
classifi- trol the
cation 1 38 should
after oor= |y. included in
rective  linis colum.
action has
been taken.

e 1 e
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APPENDIX E
E_ SAMPLE TREND CHART
" - — AUTO TRENMD CHART
) b} WIRE A h‘?%a g~ WIC = 1A
: L e MAF 20 - FEB 31 —
AN LANMLM
AFLS - SEP
¢ R (UaFEEaL, VAR | APR DAY | TUN| JUL | AUG | SERP [ DCT N0V | DEC | TAM | FEB
g R
T -
| E 36 +~
; E 321h- ; —
: R 28 1+~ f -
ff 1 34‘L’ \ [ -
5 /
B 20 4+~ \\\ \ ! —
Q —— :
n 15 - t\_\ — A - - T T N
0 — \, \
124~ —
F
H 81 -
R
S i1 m
CLAES A.8-% 2 12 12 v e 17 gy 13 173 [
RATE 2t te s 8. 1187 1723534 73] 10 [08] 9 |z24
RATE TREND — — — — —

Tires / WNEEAS
ELYING HOURS FOR THIS OUTPUT

92%9 107359 11036 11933

11607 11734 11890 13663
10023 9723 11137.7 3088.57 :
]
SLOPE = 342043443337 IMTERCEPT = 13.66263737

CORRELATIIN COEFTICIENT = 129294274029

99 % COMFIDENCE IHT FOR 3SLOPE =-1.3629:456633 TO 2.034021%5539%
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